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Abstract

There are properties of rewriting systems that are characterized by means of some syntactic conditions (e.g., requiring left-linear and non-overlapping rules for ensuring confluence). Sometimes, though, a given property might hold but the syntactic conditions are not met. This is particularly true when the systems are obtained by some automated transformation. In this paper, we introduce a technique that allows us to replace a rule of a rewriting system by a more specific version (an instance) of this rule so that a particular class of reductions can still be performed in the more specific system. This transformation might help to make some properties explicit (e.g., transforming an overlapping system having the unique normal form property into a non-overlapping one). We provide an algorithm to compute more specific versions of rewriting systems based on narrowing.

1 Introduction

Rewriting systems that are automatically generated (e.g., by program inversion [2] [11] [12] [14] [17] [21] [20] [22] or partial evaluation [1] [5] [6] [24]) have often a poor syntactic structure that might hide some properties. For instance, the rewriting systems generated by program inversion sometimes have overlapping left-hand sides despite the fact that they actually have the unique normal form property w.r.t. constructor terms or are even confluent. Consider, e.g., the following TRS from [22] (where we use cons and nil as list constructors):

\[
\begin{align*}
\text{inc}(\text{nil}) & \rightarrow \text{cons}(0, \text{nil}) \\
\text{inc}(\text{cons}(0, x)) & \rightarrow \text{cons}(1, x) \\
\text{inc}(\text{cons}(1, x)) & \rightarrow \text{cons}(0, \text{inc}(x))
\end{align*}
\]

and its inversion:

\[
\begin{align*}
\text{inc}^{-1}(\text{cons}(0, x)) & \rightarrow \text{nil} \\
\text{inc}^{-1}(\text{cons}(1, x)) & \rightarrow \text{cons}(0, x) \\
\text{inc}^{-1}(\text{cons}(0, y)) & \rightarrow \text{cons}(1, \text{inc}^{-1}(y))
\end{align*}
\]

Now, observe that every instance of \(\text{inc}^{-1}(x)\) using constructor terms has a unique constructor normal form. However, this system is not confluent—consider, e.g., the reductions starting from \(\text{inc}^{-1}(\text{cons}(0, \text{nil}))\)—and, moreover some of the left-hand sides overlap, thus preventing us from obtaining a typical (deterministic) functional program. In this case, one can observe that
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the recursive call to inc\(^{-1}\) in the third rule can only bind variable \(ys\) to a non-empty list, say \(\text{cons}(z, zs)\). Therefore, the system above could be transformed as follows:

\[
\begin{cases}
\text{inc}^{-1}(\text{cons}(0, \text{nil})) \rightarrow \text{nil} \\
\text{inc}^{-1}(\text{cons}(1, xs)) \rightarrow \text{cons}(0, xs) \\
\text{inc}^{-1}(\text{cons}(0, \text{cons}(z, zs))) \rightarrow \text{cons}(1, \text{inc}^{-1}(\text{cons}(z, zs)))
\end{cases}
\]

Now, the transformed system is non-overlapping (and confluent) and, under some conditions, it is equivalent to the original system (roughly speaking, the derivations to constructor terms are the same).

Observe that the computed inverse inc\(^{-1}\) of function inc is not trivial. Computing inverse functions automatically is a challenging task in the context of functional programming. In (functional) logic programming, the standard operational semantics is already able to perform some sort of inverse computation automatically. However, it proceeds by a “generate and test” strategy that is not driven by the given output and it is often very inefficient. Therefore, even in this context, the definition of an automatic inversion technique is a useful contribution.

A “more specific” transformation was originally introduced by Marriott et al. \[18\] in the context of logic programming. In this context, a more specific version of a logic program is a version of this program where each clause is further instantiated or removed while preserving the successful derivations of the original program. According to \[18\], the transformation increases the number of finitely failed goals (i.e., some infinite derivations are transformed into finitely failed ones), detects failure more quickly, etc. In general, the information about the allowed variable bindings which is hidden in the original program may be made explicit in a more specific version, thus improving the static analysis of the program’s properties.

In this paper, we adapt the notion of a more specific program to the context of term rewriting systems. In principle, the transformation may achieve similar benefits as in logic programming by making some variable bindings explicit (as illustrated in the transformation of function inc\(^{-1}\) above). Adapting this notion to rewriting systems, however, is far from trivial. In contrast to logic programming, there is no notion of “successful” derivation. Therefore, one could in principle aim at preserving all possible reductions in more specific versions. Unfortunately, this is not useful in practice since only a trivial instance would be correct under these assumptions.

**Example 1.** Consider the following rewriting systems:

\[
\mathcal{R} = \left\{ \begin{array}{l}
f(x) \rightarrow g(x) \\
g(a) \rightarrow b
\end{array} \right\} \quad \mathcal{R}' = \left\{ \begin{array}{l}
f(a) \rightarrow g(a) \\
g(a) \rightarrow b
\end{array} \right\}
\]

Here, one would expect \(\mathcal{R}'\) to be a correct more specific version of \(\mathcal{R}\) (in the sense of \(\rightarrow_\mathcal{R} = \rightarrow_\mathcal{R}'\)). However, the reduction \(f(b) \rightarrow_\mathcal{R} g(b)\) is not possible in \(\mathcal{R}'\).

Hence we should restrict the class of reductions that must be preserved by the more specific version (MSV) transformation in order to make it practical. Essentially, we will only preserve reductions from a constructor instance of the left-hand side of a rewrite rule to a constructor term.

Furthermore, we provide an algorithm for computing more specific versions of a rewriting system. The algorithm is based on constructing finite (possibly incomplete) narrowing trees for the right-hand sides of the original rewrite rules. Here, narrowing \[25\] [16], an extension of term rewriting by replacing pattern matching with unification, is used to guess the allowed variable bindings for a given rewrite rule. We prove the correctness of the algorithm (i.e., that it actually outputs a more specific version of the input rewriting system) for both constructor-based reduction and non-erasing constructor systems as well as some basic properties like...
• is the unique constructor normal form property of the rewrite system preserved?
• is the more specific version the most specific one?

This paper is organized as follows. In Section 2, we briefly review some notions and notations of term rewriting and narrowing. Section 3 introduces the notions of more and most specific version of a rewriting system. Then, we introduce an algorithm for computing more specific versions in Section 4 and prove some basic results. Finally, Section 5 concludes and points out some directions for future research.

2 Preliminaries

We assume familiarity with basic concepts of term rewriting and narrowing. We refer the reader to, e.g., [4] and [13] for further details.

Terms and Substitutions. A signature \( F \) is a set of function symbols. Given a set of variables \( V \) with \( F \cap V = \emptyset \), we denote the domain of terms by \( T(F, V) \). We assume that \( F \) always contains at least one constant \( f/0 \). We use \( f, g, \ldots \) to denote functions and \( x, y, \ldots \) to denote variables. Positions are used to address the nodes of a term viewed as a tree. A position \( p \) in a term \( t \) is represented by a finite sequence of natural numbers, where \( \epsilon \) denotes the root position. We let \( t_p \) denote the subterm of \( t \) at position \( p \) and \( t[s]_p \) the result of replacing the subterm \( t_p \) by the term \( s \). \( \text{Var}(t) \) denotes the set of variables appearing in \( t \). A term \( t \) is ground if \( \text{Var}(t) = \emptyset \).

A substitution \( \sigma : V \mapsto T(F, V) \) is a mapping from variables to terms such that \( \text{Dom}(\sigma) = \{ x \in V \mid x \neq \sigma(x) \} \) is its domain. Substitutions are extended to morphisms from \( T(F, V) \) to \( T(F, V) \) in the natural way. We denote the application of a substitution \( \sigma \) to a term \( t \) by \( t \sigma \) rather than \( \sigma(t) \). The identity substitution is denoted by \( \text{id} \). A variable renaming is a substitution that is a bijection on \( V \). A substitution \( \sigma \) is more general than a substitution \( \theta \), denoted by \( \sigma \leq \theta \), if there is a substitution \( \delta \) such that \( \delta \circ \sigma = \theta \), where “\( \circ \)” denotes the composition of substitutions (i.e., \( \sigma \circ \theta(x) = (\sigma \theta)(x) \)). The restriction \( \theta|_V \) of a substitution \( \theta \) to a set of variables \( V \) is defined as follows: \( x \theta|_V = x \theta \) if \( x \in V \) and \( x \theta|_V = x \) otherwise. We say that \( \theta = \sigma|_V \) if \( \theta|_V = \sigma|_V \).

A term \( t_2 \) is an instance of a term \( t_1 \) (or, equivalently, \( t_1 \) is more general than \( t_2 \)), in symbols \( t_1 \leq t_2 \), if there is a substitution \( \sigma \) with \( t_2 = t_1 \sigma \). Two terms \( t_1 \) and \( t_2 \) are variants (or equal up to variable renaming) if \( t_1 = t_2 \rho \) for some variable renaming \( \rho \). A unifier of two terms \( t_1 \) and \( t_2 \) is a substitution \( \sigma \) with \( t_1 \sigma = t_2 \sigma \); furthermore, \( \sigma \) is the most general unifier of \( t_1 \) and \( t_2 \), denoted by \( \text{mgu}(t_1, t_2) \) if, for every other unifier \( \theta \) of \( t_1 \) and \( t_2 \), we have that \( \sigma \leq \theta \).

TRSs and Rewriting. A set of rewrite rules \( l \to r \) such that \( l \) is a nonvariable term and \( r \) is a term whose variables appear in \( l \) is called a term rewriting system (TRS for short); terms \( l \) and \( r \) are called the left-hand side and the right-hand side of the rule, respectively. We restrict ourselves to finite signatures and TRSs. Given a TRS \( R \) over a signature \( F \), the defined symbols \( D_R \) are the root symbols of the left-hand sides of the rules and the constructors are \( C_R = F \setminus D_R \). Constructor terms of \( R \) are terms over \( C_R \) and \( V \). We sometimes omit \( R \) from \( D_R \) and \( C_R \) if it is clear in context. A substitution \( \sigma \) is a constructor substitution if \( x \sigma \in T(C, V) \) for all variables \( x \).

A TRS \( R \) is a constructor system if the left-hand sides of its rules have the form \( f(s_1, \ldots, s_n) \) where \( s_i \) are constructor terms, i.e., \( s_i \in T(C, V) \), for all \( i = 1, \ldots, n \). A TRS \( R \) is non-erasing if every rule \( l \to r \) in \( R \) satisfies \( \text{Var}(l) = \text{Var}(r) \).
For a TRS $\mathcal{R}$, we define the associated rewrite relation $\rightarrow_{\mathcal{R}}$ as follows: given terms $s,t \in \mathcal{T}(F,V)$, we have $s \rightarrow_{\mathcal{R}} t$ if there exists a position $p$ in $s$, a rewrite rule $l \rightarrow r \in \mathcal{R}$ and a substitution $\sigma$ with $s|_p = l\sigma$ and $t = s[r\sigma]_p$; the rewrite step is often denoted by $s \rightarrow_{p,l-r} t$ to make explicit the position and rule used in this step. Moreover, if no proper subterms of $s|_p$ are reducible, then we speak of an innermost reduction step, denoted by $s \xrightarrow{\mathcal{R}} t$. The instantiated left-hand side $l\sigma$ is called a redex.

A term $t$ is called irreducible or in normal form w.r.t. a TRS $\mathcal{R}$ if there is no term $s$ with $t \rightarrow_{\mathcal{R}} s$. A substitution is called normalized w.r.t. $\mathcal{R}$ if every variable in the domain is replaced by a normal form w.r.t. $\mathcal{R}$. We sometimes omit “w.r.t. $\mathcal{R}$” if it is clear in context. We denote the set of normal forms by $NF_{\mathcal{R}}$. A derivation is a (possibly empty) sequence of rewrite steps. Given a binary relation $\rightarrow$, we denote by $\rightarrow^*$ its reflexive and transitive closure. Thus $t \rightarrow^*_R s$ means that $t$ can be reduced to $s$ in $\mathcal{R}$ in zero or more steps; we also use $t \rightarrow^R_0 s$ to denote that $t$ can be reduced to $s$ in exactly $n$ rewrite steps.

**Narrowing.** The narrowing principle [25] mainly extends term rewriting by replacing pattern matching with unification, so that terms containing logic (i.e., free) variables can also be reduced by non-deterministically instantiating these variables. Conceptually, this is not significantly different from ordinary rewriting when TRSs contain extra-variables (i.e., variables that appear in the right-hand side of a rule but not in its left-hand side), as noted in [3]. Formally, given a TRS $\mathcal{R}$ and two terms $s,t \in \mathcal{T}(F,V)$, we have that $s \sim_R t$ is a narrowing step iff there exist

- a nonvariable position $p$ of $s$,
- a variant $l \rightarrow r$ of a rule in $\mathcal{R}$,
- a substitution $\sigma = \text{mgu}(s|_p,l)$ which is the most general unifier of $s|_p$ and $l$,

and $t = (s[r\sigma]_p)\sigma$. We often write $s \sim_{p,l-r,\theta} t$ (or simply $s \sim_{\theta} t$) to make explicit the position, rule, and substitution of the narrowing step, where $\theta = \sigma|_{\text{var}(s)}$ (i.e., we label the narrowing step only with the bindings for the narrowed term). A narrowing derivation $t_0 \sim_{\sigma_0}^* t_n$ denotes a sequence of narrowing steps $t_0 \sim_{\sigma_1} \ldots \sim_{\sigma_n} t_n$ with $\sigma = \sigma_n \circ \cdots \circ \sigma_1$ (if $n = 0$ then $\sigma = \text{id}$).

Given a narrowing derivation $s \sim_{\sigma}^* t$ with $t$ a constructor term, we say that $\sigma$ is a computed answer for $s$.

**Example 2.** Consider the TRS

$$\mathcal{R} = \left\{ \begin{array}{ll}
(1) & \text{add}(0,y) \rightarrow y \\
(2) & \text{add}(x,y) \rightarrow \text{add}(\text{add}(x,y))
\end{array} \right\}$$

defining the addition $\text{add}/2$ on natural numbers built from $0/0$ and $s/1$. Given the term $\text{add}(x, \text{s}(0))$, we have infinitely many narrowing derivations starting from $\text{add}(x, \text{s}(0))$, e.g.,

$$\begin{align*}
\text{add}(x, \text{s}(0)) & \sim_{c.(1),\{x \mapsto 0\}} s(0) \\
\text{add}(x, \text{s}(0)) & \sim_{c.(2),\{x \mapsto \text{add}(y_1)} \text{s}(\text{add}(y_1, \text{s}(0))) \sim_{1.(1),\{y_1 \mapsto 0\}} \text{s}(\text{s}(0)) \\
& \vdots
\end{align*}$$

with computed answers $\{x \mapsto 0\}$, $\{x \mapsto \text{s}(0)\}$, etc.

\footnote{We consider the so called most general narrowing, i.e., the mgu of the selected subterm and the left-hand side of a rule—rather than an ordinary unifier—is computed at each narrowing step.}
3 More Specific Rewriting Systems

In this section, we introduce the notion of a more specific rewriting system. Intuitively speaking, we produce a more specific rewriting system $R'$ from a rewriting system $R$ by replacing a rewrite rule $(l \to r) \in R$ with an instance of this rule, i.e., $R' = (R \setminus \{l \to r\}) \cup \{l \sigma \to r \sigma\}$, such that $R'$ is semantically equivalent to $R$ under some conditions.

The key idea is that more specific versions should still allow the same reductions of the original system. However, as mentioned in Section 1, if we aimed at preserving all possible rewrite reductions, the resulting notion would be useless since it would never happen in practice. Therefore, we will only focus on preserving some reductions. In particular, in order to have a practically applicable technique, we only aim at preserving what we call successful reductions.

In the following, we denote by $\rightarrow_s$ a generic rewrite relation based on some strategy (e.g., innermost reduction $i \rightarrow$).

**Definition 3** (successful reduction w.r.t. $\rightarrow_s$). Let $R$ be a TRS and let $\rightarrow$ be a rewrite relation. Any suffix of a rewrite reduction $l \sigma \rightarrow_R^* t$ where $l \to r \in R$, $\sigma$ is a constructor substitution and $t \in T(C, V)$ is called a successful reduction w.r.t. $\rightarrow$. We say that the successful reduction starts from rule $l \to r$.

The restriction to successful reductions is mainly imposed in order to guarantee the existence of a constructive method to produce more specific versions. As mentioned in Section 1, we will compute the allowed variable bindings by narrowing. However, the use of narrowing has some limitations, as witnessed by the following example:

**Example 4.** Consider the following TRS:

\[
R = \begin{cases} 
  f(x) \to g(x, x) \\
  g(a, b) \to b \\
  a \to b 
\end{cases}
\]

where $b$ is a constructor symbol. Here, there is no narrowing derivation starting from $g(x, x)$ since it does not unify with any left-hand side. Consequently, one would conclude that the first rule is useless (and can be removed from $R$), which is wrong regarding arbitrary reductions (i.e., regarding rewrite derivations where any possible subterm can be selected for reduction) since the following reduction

\[
f(a) \rightarrow_R g(a, a) \rightarrow_R g(a, b) \rightarrow_R b
\]

would not be possible in $R \setminus \{f(x) \to g(x, x)\}$ anymore. In contrast, if we only consider innermost reductions, then the use of narrowing would be fine since there is no innermost reduction starting from $f(s)$ to a constructor value for any constructor term $s$ and, thus, removing the first rule would be correct in this case.

Now, we introduce our notion of more specific version of a rewrite rule:

**Definition 5** (more specific version of a rule). Let $R$ be a TRS and $\rightarrow$ be a rewrite relation. Let $l \to r \in R$ be a rewrite rule. We say that a rewrite rule $l' \to r'$ is a more specific version of $l \to r$ in $R$ w.r.t. $\rightarrow$ if

- there exists a substitution $\sigma$ such that $(l \to r)\sigma = l' \to r'$ and
- for all terms $s, t$, $s \rightarrow_{R'} t$ is successful in $R$ w.r.t. $\rightarrow$ iff $s \rightarrow_R t$ is successful in $R'$ w.r.t. $\rightarrow$, with $R' = (R \setminus \{l \to r\}) \cup \{l' \to r'\}$. 


Note that a rewrite rule is always a more specific version of itself. The notion of most specific version is then very natural:

**Definition 6** (most specific version of a rule). Let $R$ be a TRS and let $\rightarrow^*_{\_}$ be a rewrite relation. Let $l \rightarrow r \in R$ be a rewrite rule. We say that a rewrite rule $l' \rightarrow r'$ is a more specific version of $l \rightarrow r$ in $R$ w.r.t. $\rightarrow^*_{\_}$ if $l' \rightarrow r'$ is a more specific version of $l \rightarrow r$ in $R$ w.r.t. $\rightarrow^*$ and, for all other more specific versions $l'' \rightarrow r''$ of $l \rightarrow r$ in $R$ w.r.t. $\rightarrow^*$, we have $(l'' \rightarrow r'') \leq (l' \rightarrow r')$.

The notions of more and most specific versions of a rule are extended to TRSs in a stepwise manner: given a TRS $R$, we first replace a rule of $R$ by its more (resp. most) specific version thus producing $R'$, then we replace another rule of $R'$ by its more (resp. most) specific version, and so forth. We denote each of this steps by $R \rightarrow_{\_} \rightarrow_{\_} \rightarrow_{\_} \cdots$ (most specific version of a rule). Say that a TRS $R$ is a more specific version of $R'$ (resp. a most specific version of $R'$). We say that $R'$ is a more specific version of $R$ if there is a sequence of (zero or more) $\rightarrow_{\_}$ steps leading from $R$ to $R'$. Also, we say that $R'$ is a most specific version of $R$ if there is a sequence of (zero or more) $\rightarrow_{\_}$most steps and, moreover, no further $\rightarrow_{\_}$most step is possible. Note that, given a TRS $R$ and one of its more specific versions $R'$, we have that $\rightarrow \subseteq \rightarrow'$ (i.e., $NF_R \subseteq NF_{R'}$) and $D_R = D_{R'}$ (i.e., $C_R = C_{R'}$). For instance, in Example 1, the TRS $R'$ is clearly a most specific version of $R$.

Observe that a TRS is always a more specific version of itself. Also, we do not need to compute more specific versions of all rules since a rule is always a more specific version of itself. Thus one can only replace some rules by their more specific versions and still produce a TRS which is a more specific version. This is in contrast to the case of a most specific version of a TRS, which requires computing a most specific version of each rule.

Now, we show a basic property of more specific versions of a TRS. In the following, we say that a TRS has the unique constructor normal form property w.r.t. $\rightarrow^*$ if any instance of the left-hand sides with constructor substitutions have unique constructor normal forms w.r.t. $\rightarrow^*$-reductions, i.e., for any rule $l \rightarrow r$ and any constructor substitution $\sigma$, derivations $l \sigma \rightarrow^* t \in T(C, V)$ and $l \sigma \rightarrow^* t' \in T(C, V)$ implies $t = t'$.

**Theorem 7.** Let $R$ be a TRS and let $R'$ be a more specific version of $R$ w.r.t. $\rightarrow^*$. Then, $R$ has the unique constructor normal form property w.r.t. $\rightarrow^*$ iff so does $R'$.

**Proof.** First, we note that reductions of the form $l \sigma \rightarrow^* t$ with $l \rightarrow r \in R \cup R'$, $\sigma$ a constructor substitution and $t \in T(C, V)$ are successful reductions w.r.t. $\rightarrow^*$ by definition (cf. Def. 5). Therefore, the claim follows straightforwardly since successful reductions are preserved by the MSV transformation.

**4 Computing More Specific Versions**

In this section, we tackle the definition of a constructive method for computing more specific versions of a TRS w.r.t. innermost reduction, which is denoted by $\rightarrow^\dagger$. Ideally, to compute a more specific version of a rule $l \rightarrow r$ one could proceed as follows:

- first, one determines all substitutions $\sigma_1, \sigma_2, \ldots$ such that $r \sigma_1 \rightarrow^* t_1, r \sigma_2 \rightarrow^* t_2, \ldots$, are successful innermost reductions from the right-hand side of the rule $l \rightarrow r$;
- then, a substitution which is more general than $\sigma_1, \sigma_2, \ldots$, say $\sigma$, is computed;
- finally, one could say that $(l \rightarrow r)\sigma$ is a more specific version of $l \rightarrow r$. 


While this method seems clearly correct, it is generally undecidable. Therefore, in order to approximate substitutions \( \sigma_1, \sigma_2, \ldots \) above, we consider narrowing \([25]\). In particular, we will consider innermost basic narrowing, denoted by \( \overset{\longrightarrow}{\sim} \), the counterpart of innermost rewriting. The reader is referred to \([7, 10, 15]\) for a formal definition of innermost basic narrowing. To graphically specify non-narrowable subterms, we strike them out.

2 Essentially, innermost basic narrowing is defined as the smallest relation satisfying the following transition rules:

\[
\begin{align*}
\text{(innermost narrowing)} & \quad \varphi_{\text{inn}}(t) = p \land l \rightarrow r \in R \land \sigma = \text{mgu}(t|_p, l) \\
\text{(reflection)} & \quad t[s]_p \overset{\text{ref}}{\sim} t[s|_p]
\end{align*}
\]

Intuitively speaking, given a term \( t \), innermost basic narrowing first selects the position \( p \) of an innermost narrowable term \( t|_p \) using the narrowing strategy \( \varphi_{\text{inn}} \); then, we should

- perform a narrowing step on \( t|_p \) using all applicable rules (innermost narrowing) and
- mark \( t|_p \) as non-narrowable, denoted by \( t[s]_p \), so that it is considered a “normal form” in subsequent narrowing steps (reflection).

Note that the innermost narrowable term selected by \( \varphi_{\text{inn}} \) may contain some (in principle) narrowable proper subterms that are marked as non-narrowable by previous reflection steps. In the rest of the paper, we will consider the same leftmost innermost strategy in both rewriting and narrowing for simplicity.

Definition 8. We say that an innermost basic narrowing derivation \( s \overset{\rightarrow}{\sim} t \) is successful if \( t \) is a constructor term. Also, we say that it is a failing derivation if \( t \) is not a constructor term but it cannot be further narrowed.

Example 9. Let us consider the following TRS:

\[
R = \{ \begin{array}{l} f(x, y) \rightarrow y \\ g(0) \rightarrow 0 \end{array} \}
\]

Given the initial term \( f(g(w), g(w)) \), we have the following successful innermost basic narrowing derivations (selected redexes are underlined):

\[
\begin{align*}
& f(g(w), g(w)) \overset{\text{ref}}{\rightarrow} f(g(w), g(w)) \overset{\text{ref}}{\rightarrow} f(g(0), 0) \overset{\text{id}}{\rightarrow} 0 \\
& f(g(w), g(w)) \overset{\text{ref}}{\rightarrow} f(0, g(0)) \overset{\text{ref}}{\rightarrow} f(0, 0) \overset{\text{id}}{\rightarrow} 0
\end{align*}
\]

The computation of all narrowing derivations starting from a given term is usually represented by means of a narrowing tree:

Definition 10 (innermost basic narrowing tree). Let \( R \) be a TRS and \( t \) be a term. A (possibly incomplete) innermost basic narrowing tree for \( t \) in \( R \) is a (possibly infinite) directed rooted node- and edge-labeled graph \( \tau \) built as follows:

---

2 A more elaborated formulation based on representing terms using a pair (skeleton, substitution) can be found in \([15]\).

3 Given a term \( t \), \( \varphi_{\text{inn}} \) selects the position of an innermost narrowable subterm \( t|_p \) of \( t \) such that \( t|_p \) is not struck out; as in the case of innermost rewriting, we do not need to fix a particular selection strategy.
the root node of \( \tau \) is labeled with \( t \);

- every node \( s \) is either a leaf (a node with no output edge) or it is unfolded as follows: there is an output edge from node \( s \) to node \( s' \) labeled with \( \sigma \) for all innermost basic narrowing steps \( s \rightsquigarrow_{\sigma} s' \) for the selected innermost narrowable term (including reflection);

- at least the root node should be unfolded.

By abuse of notation, we will denote a finite innermost basic narrowing tree \( \tau \) (and its subtrees) for a term \( t \) as a finite set with the narrowing derivations starting from \( t \) in this tree, i.e., \( t \rightsquigarrow_{\theta}^* s \in \tau \) if there is a root-to-leaf path from \( t \) to \( s \) in \( \tau \) labeled with substitutions \( \theta_1, \theta_2, \ldots, \theta_n \) such that \( t \rightsquigarrow_{\theta_1} t' \rightsquigarrow_{\theta_2} \cdots \rightsquigarrow_{\theta_n} s \) is an innermost basic narrowing derivation and \( \theta = \theta_n \circ \cdots \circ \theta_1 \).

**Example 11.** Consider again the TRS \( \mathcal{R} \) of Example 9. Given the initial term \( f(g(w), g(w)) \), innermost basic narrowing constructs the narrowing tree \( \tau \) shown in Fig. 1. Here, the search space is finite and the tree includes all narrowing derivations, so we can denote \( \tau \) as follows:

\[
\tau = \{ \begin{array}{l}
    f(g(w), g(w)) \rightsquigarrow_{\text{ref}} f(g(w), g(w)) \rightsquigarrow_{\text{ref}} f(g(w), g(w)) \rightsquigarrow_{\text{ref}} f(g(w), g(w)) \rightsquigarrow_{\text{ref}} f(g(w), g(w)), \\
    f(g(w), g(w)) \rightsquigarrow_{\text{ref}} f(g(w), g(w)) \rightsquigarrow_{\text{ref}} f(g(w), g(w)) \rightsquigarrow_{\text{id}} g(w), \\
    \ldots
\end{array} \}
\]

We note that reflection steps are required when functions are not defined over all possible constructor terms. To be precise, a typical lifting lemma—which is used to prove the correspondence between rewriting and narrowing derivations—requires proving that, for all reductions \( s \theta \rightsquigarrow^* t \) with \( \theta \) a normalized substitution, there exists a narrowing derivation \( s \rightsquigarrow_{\sigma}^* t' \) with \( \sigma' \circ \sigma = \theta \) and \( t' \sigma' = t \). This property, however, does not hold without the reflection steps: consider, e.g., the TRS of Example 11 above and the innermost reduction \( f(g(1), 0) \rightsquigarrow_{\mathcal{R}} 0 \); this reduction cannot be lifted to innermost basic narrowing without a reflection step: \( f(g(x), y) \rightsquigarrow_{\text{ref}} f(g(x), y) \rightsquigarrow_{\text{id}} y \).

Note that an innermost basic narrowing tree can be incomplete in the sense that we do not require all unfoldable nodes to be unfolded (i.e., not all finite derivations should be either successful or failing). Nevertheless, if a node is selected to be unfolded, it should be unfolded in all possible ways using both innermost narrowing and reflection steps on the selected narrowable
term (i.e., one cannot partially unfold a node by ignoring some matching rules or dismissing the
reflection step, which would give rise to incorrect results). In order to keep the tree finite, one
can introduce a heuristics that determines when the construction of the tree should terminate.
We consider the definition of a particular strategy for ensuring termination out of the scope of
this paper; nevertheless, one could use a simple depth-k strategy (i.e., all narrowing derivations
are not further unfolded after k narrowing steps but left incomplete) or some more elaborated
strategies based on well-founded or well-quasi orderings [8] (as in narrowing-driven partial
evaluation [11]).

Let us now recall the notion of least (general) generalization [23], which will be required to
compute a common generalization of all instances of a term by a set of narrowing derivations.

**Definition 12** (least general generalization [23], lgg). Given two terms s and t, we say that
w is a generalization of s and t if w ≤ s and w ≤ t; moreover, it is called the least general
generalization of s and t, denoted by lgg(s, t), if w′ ≤ w for all other generalizations w′ of
s and t. This notion is extended to sets of terms in the natural way: lgg({t₁, ..., tₙ}) =
lgg(t₁, lgg(t₂, ..., lgg(tₙ₋₁, tₙ), ...)) (with lgg({t₁}) = t₁ when n = 1).

An algorithm for computing the least general generalization can be found, e.g., in [9]. Let
us recall this algorithm for completeness. In order to compute lgg(s, t), this algorithm starts
with a tuple {{s \cap x}, x}, where x is a fresh variable, and applies the following rules until no
rule is applicable:

\[
\begin{align*}
\langle \{f(s₁, \ldots, sₙ) \cap f(t₁, \ldots, tₙ)\} \cup P, w\rangle & \Rightarrow \langle \{s₁ \cap x₁, \ldots, sₙ \cap xₙ, t₁, \ldots, tₙ\} \cup P, w\sigma\rangle \quad \text{where } \sigma = \{x \mapsto f(x₁, \ldots, xₙ)\} \\
\langle \{s \cap t, s \cap y\} \cup P, w\rangle & \Rightarrow \langle \{s \cap y\} \cup P, w\sigma\rangle \quad \text{where } \sigma = \{x \mapsto y\}
\end{align*}
\]

Then, the second element of the final tuple is the computed least general generalization.

For instance, the computation of lgg(f(a, g(a)), f(b, g(b))) proceeds as follows:

\[
\begin{align*}
\langle \{f(a, g(a)) \cap f(b, g(b))\}, x\rangle & \Rightarrow \langle \{a \cap x₁, b \cap x₂, g(b)\}, f(x₁, x₂)\rangle \\
& \Rightarrow \langle \{a \cap x₁, b \cap x₂, b\}, f(x₁, g(x₃))\rangle \\
& \Rightarrow \langle \{a \cap x₂, b\}, f(x₃, g(x₃))\rangle
\end{align*}
\]

Therefore, lgg(f(a, g(a)), f(b, g(b))) = f(x₃, g(x₃)).

We now introduce a constructive algorithm to produce a more specific version of a rule:

**Definition 13** (msv algorithm). Let \( R \) be a TRS and let \( l \rightarrow r \in R \) be a rewrite rule such that
r is not a constructor term. Let \( \tau \) be a finite (possibly incomplete) innermost basic narrowing
tree for \( r \) in \( R \) and let \( \tau' \subseteq \tau \) be the tree obtained from \( \tau \) by excluding the failing derivations.
We define \( msv(R, l \rightarrow r, \tau) \) as follows:

\[
msv(R, l \rightarrow r, \tau) = \begin{cases} 
(l \rightarrow r)\sigma & \text{if } \tau' \neq \emptyset \text{ and } r\sigma = lgg(\{rθ \mid r \vdash_θ t \in \tau'\}), \\
\bot & \text{with } \text{Dom}(\sigma) \subseteq \text{Var}(r) \\
\end{cases}
\]

where \( \bot \) is used to denote that the rule is useless for successful reductions starting from \( l \rightarrow r \)
(i.e., no successful reduction starting from \( l \rightarrow r \) can use it).

Note that a rule \( l \rightarrow r \) in a constructor TRS \( R \) with \( r \in \mathcal{T}(\mathcal{C}, \mathcal{V}) \) is a most specific version
of itself.
Example 14. Consider the following TRS:

\[ \mathcal{R} = \{ (1) \ f(x) \rightarrow c(g(x), h(x)) \} \]

We consider that \( \tau \) follows a depth-2 strategy to compute \( \text{msv}(\mathcal{R}, (1), \tau) \) (which, in this example, builds the complete tree), so it contains the following derivations:

- \( \text{c}(g(x), h(x)) \xrightarrow{\text{i}} \text{c}(a, \text{h}(a)) \xrightarrow{\text{id}} \text{c}(a, a) \) (failing)
- \( \text{c}(g(x), h(x)) \xrightarrow{\text{i}} \text{c}(\text{g}(a), \text{h}(a)) \xrightarrow{\text{id}} \text{c}(\text{g}(a), h(x)) \) (failing)
- \( \text{c}(g(x), h(x)) \xrightarrow{\text{i}} \text{c}(\text{g}(a), \text{h}(x)) \xrightarrow{\text{id}} \text{c}(\text{g}(a), h(x)) \) (failing)
- \( \text{c}(g(x), h(x)) \xrightarrow{\text{i}} \text{c}(\text{g}(a), \text{h}(x)) \xrightarrow{\text{id}} \text{c}(\text{g}(a), h(x)) \) (failing)

Notice that we have no other derivation due to the leftmost innermost selection strategy. Hence, we have only one non-failing derivation and, thus, \( \text{lgg}(\{ \text{c}(g(x), h(x)) \}) = \text{c}(g(a), h(a)) \) and \( \text{msv}(\mathcal{R}, (1), \tau) = (1) \{ x \mapsto a \} = f(a) \rightarrow c(g(a), h(a)) \).

In the above example, \( \text{msv} \) provides a more specific version w.r.t. innermost reduction. Unfortunately, this is not the case in general.

Example 15. Consider the following constructor TRS:

\[ \mathcal{R} = \{ (1) \ f(x) \rightarrow g(h(x)) \} \]

We consider the complete innermost basic narrowing tree \( \tau \) to compute \( \text{msv}(\mathcal{R}, (3), \tau) \), so it contains the following derivations:

- \( \text{s}(i(x)) \xrightarrow{\text{l}} \text{s}(b) \) (failing)
- \( \text{s}(i(x)) \xrightarrow{\text{i}} \text{s}(i(x)) \) (failing)

Hence, we have only one non-failing derivation and, thus, \( \text{lgg}(\{ \text{s}(i(a)) \}) = \text{s}(i(a)) \) and \( \text{msv}(\mathcal{R}, (3), \tau) = (3) \{ x \mapsto a \} = h(a) \rightarrow s(i(a)) \)

However, the derivation \( f(b) \xrightarrow{\text{i}} \text{b} \) is not possible in \( \mathcal{R}' = \{ (1), (2), h(a) \rightarrow s(i(a)), (4) \} \). Thus, \( \mathcal{R}' \) is not a more specific version of \( \mathcal{R} \) (although every successful derivation in \( \mathcal{R} \) starting from rule (3) is successful in \( \mathcal{R}' \)).

Observe that an innermost basic tree \( \tau \) constructed from a rule \( l \rightarrow r \in \mathcal{R} \) covers successful derivations starting from \( l \rightarrow \tau r \) only, i.e., derivations from \( l \sigma \) with a constructor substitution \( \sigma \) to a constructor term. However, this is not sufficient for other successful derivations starting from a rule other than \( l \rightarrow \tau r \). To be more precise, given a unsuccessful derivation \( l \sigma \xrightarrow{t} \mathcal{R} r \), it might happen that there exists a successful derivation of the form \( s \xrightarrow{t} \mathcal{R} \sigma \xrightarrow{t} \mathcal{R} r \sigma \xrightarrow{t} \mathcal{R} u \in \mathcal{T}(C, V) \). Therefore, one cannot conclude that a failing derivation is indeed useless for all successful derivations (but only for those starting from the considered rule).
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Theorem 16. Let $R$ be a constructor TRS, $l \rightarrow r \in R$ be a rewrite rule with $r \not\in T(C, V)$, and $\tau$ be a finite (possibly incomplete) innermost narrowing tree for $r$ in $R$. Then,

- If $msv(R, l \rightarrow r, \tau) = (l \rightarrow r)\sigma$, then $(l \rightarrow r)\sigma$ is a more specific version of $l \rightarrow r$ in $R$ w.r.t. $\rightarrow$. Moreover, if $\sigma$ is not a constructor substitution, then $l \rightarrow r$ is not used in any successful reduction in $R$ w.r.t. $\underset{\tau}{\rightarrow}$.

- If $msv(R, l \rightarrow r, \tau) = \bot$, then $l \rightarrow r$ is not used in any successful reduction in $R$ w.r.t. $\underset{\tau}{\rightarrow}$.

Note that in the case that $l \rightarrow r$ is not used in any successful reduction in $R$, to preserve constructors (i.e., $C_R = C_{R'}$), we do not remove $l \rightarrow r$ from $R$. In order to prove this result, we first need a lifting lemma that relates constructor-based (innermost) reductions with innermost (basic) narrowing derivations. For this purpose, we first prove the following lifting lemma (a simple extension of [19, Lemma 3.4]):

Lemma 17. Let $R$ be a TRS, $s, t$ terms, $\theta$ a normalized substitution, and $V$ a set of variables such that $\text{Var}(s) \cup \text{Dom}(\theta) \subseteq V$ and $t = s\theta$. If $t \overset{\rightarrow}{\sim} R^* t'$, then there exist a term $s'$ and substitutions $\theta', \sigma$ such that $s \overset{\rightarrow}{\sim} R^* s'$, $s'\theta' = t'$, $\theta' \circ \sigma = \theta [V]$, and $\theta'$ is a normalized substitution.

Proof. This lemma is an easy consequence of [19, Lemma 3.4]. By applying [19, Lemma 3.4] to $t \overset{\rightarrow}{\sim} R^* t'$, we have that there exists a narrowing derivation $s \overset{\rightarrow}{\sim} R^* s'$ with $\theta' \circ \sigma = \theta [V]$ such that $s'\theta' = t'$ for some normalized substitution $\theta'$. Moreover, $s \overset{\rightarrow}{\sim} R^* s'$ and $s\theta \overset{\rightarrow}{\sim} R^* t'$ employ the same rewrite rules at the same positions. Hence we can consider that every rewrite step on a redex $f(t_1, \ldots, t_n)$ with $t_1, \ldots, t_n$ constructor terms gives rise to an innermost narrowing step, and every rewrite step on a redex $f(t_1, \ldots, t_n)$ where some $t_i$ are not constructor terms (but normal forms) gives rise to a sequence of zero or more reflection steps, followed by an innermost narrowing step (note the equivalence between normal forms in $t \overset{\rightarrow}{\sim} R^* t'$ and non-narrowable terms produced by reflection steps in $s \overset{\rightarrow}{\sim} R^* s'$). Therefore, the narrowing derivation $s \overset{\rightarrow}{\sim} R^* s'$ is indeed an innermost basic narrowing derivation and will be denoted by $s \overset{\rightarrow}{\sim} R^* s'$.

In the following, we denote by $\overset{\rightarrow}{\sim}$ the pure innermost narrowing relation (i.e., without the reflection transition rule). The following lemma is an easy extension of the previous one:
Lemma 18. Let $\mathcal{R}$ be a TRS, $s, t$ terms, $\theta$ a constructor substitution, and $V$ a set of variables such that $\text{Var}(s) \cup \text{Dom}(\theta) \subseteq V$ and $t = s\theta$. If $t \xrightarrow{\mathcal{R}} t'$, then there exist terms $s'$, $\theta'$ such that $s \xrightarrow{\mathcal{R}} s'$, $s'\theta' = t'$, and $\theta' \circ \sigma = \theta [V]$.

Now, by using this lifting lemma, we can prove the correctness of Theorem 16 above:

Proof. Let $\text{msv}(\mathcal{R}, l \rightarrow r, \tau) = (l \rightarrow r)\sigma$ and $\mathcal{R}' = (\mathcal{R} \setminus \{(l \rightarrow r)\}) \cup \{(l \rightarrow r)\sigma\}$. First, we note that if $s \xrightarrow{\mathcal{R}} t$ is successful in $\mathcal{R}'$ then $s \xrightarrow{\mathcal{R}} t$ is successful in $\mathcal{R}$; it follows from the definition of $\xrightarrow{\mathcal{R}}$ that the set of rules used in $s \xrightarrow{\mathcal{R}} t$ is a constructor system, and hence $s \xrightarrow{\mathcal{R}} \subseteq s \xrightarrow{\mathcal{R}} t$. Thus, we only show that if $s \xrightarrow{\mathcal{R}} t$ is successful in $\mathcal{R}'$ w.r.t. $\xrightarrow{\mathcal{R}}$ then $s \xrightarrow{\mathcal{R}} t$ is successful in $\mathcal{R}$ w.r.t. $\xrightarrow{\mathcal{R}}$. To prove this claim, it suffices to show the following claim:

Let $l_0 \rightarrow r_0 = r_0 \sigma$ be a constructor substitution, and $s, t$ terms such that $r_0 \theta \xrightarrow{\mathcal{R}} s$ and $r_0 \theta \xrightarrow{\mathcal{R}} t$. If $s \xrightarrow{\mathcal{R}} t$ is a constructor substitution whenever a rewrite step of $l \rightarrow r$ appears in $l_0 \rightarrow r_0 \theta$ or $s \xrightarrow{\mathcal{R}} t$. We prove this claim by induction on the length of $s \xrightarrow{\mathcal{R}} t$.

We first show that $l_0 \rightarrow r_0 \sigma$ w.r.t. $\xrightarrow{\mathcal{R}}$. We make a case distinction depending on whether $l_0 \rightarrow r_0$ is equal to $l \rightarrow r$ or not.

- If $(l_0 \rightarrow r_0) \neq (l \rightarrow r)$, then we have that $l_0 \rightarrow r_0 \sigma$ w.r.t. $l_0 \rightarrow r_0$ since $l_0 \rightarrow r_0 \sigma$.

- Otherwise, we have that $r \theta \xrightarrow{\mathcal{R}} s$, $l \rightarrow r \in \mathcal{R}$, and $s \xrightarrow{\mathcal{R}} t$. Thus, it follows from Lemma 18 that $r \xrightarrow{\mathcal{R}} t$ and $\delta \leq \theta$ for some constructor substitution $\delta$. By the construction of $\tau$, there exists a term $r'$ and constructor substitutions $\sigma', \sigma''$ such that $r \xrightarrow{\mathcal{R}} t$ and $r \xrightarrow{\mathcal{R}} t'$. Moreover, $\tau' \neq \emptyset$ and $\sigma$ is a constructor substitution whenever a rewrite step of $l \rightarrow r$ appears in $l_0 \rightarrow r_0 \theta$ or $s \xrightarrow{\mathcal{R}} t$.

Next we show that $s \xrightarrow{\mathcal{R}} t$. Since the case that $s \xrightarrow{\mathcal{R}} t$ is trivial, we consider the remaining case that $s \xrightarrow{\mathcal{R}} t$ contains a rewrite step of $l \rightarrow r$. By the definition of $\xrightarrow{\mathcal{R}}$, we can assume that

$$
s \xrightarrow{\mathcal{R}} t \quad \text{for some context } C[\_], \text{ a constructor substitution } \theta_1 \text{ and a term } t_1 \in \mathcal{T}(C, V).
$$

By the induction hypothesis, we have that $\theta_1 \xrightarrow{\mathcal{R}} t_1$, and hence $r \theta \xrightarrow{\mathcal{R}} s \xrightarrow{\mathcal{R}} C[\theta_1] \xrightarrow{\mathcal{R}} t_1$. Again, by the induction hypothesis, we have that $C[t_1] \xrightarrow{\mathcal{R}} t$, and hence $s \xrightarrow{\mathcal{R}} t$. Thus, the claim holds.

Finally, we show that $\tau' \neq \emptyset$ and $\sigma$ is a constructor substitution if a rewrite step of $l \rightarrow r$ appears in $l_0 \theta \xrightarrow{\mathcal{R}} r_0 \theta$ or $s \xrightarrow{\mathcal{R}} t$. If $(l_0 \rightarrow r_0) = (l \rightarrow r)$, then $\tau' \neq \emptyset$ and $\sigma$ is a constructor substitution since a constructor substitution $\theta$ for a successful derivation exists and $\sigma \leq \theta$. Otherwise, by the induction hypothesis, $\tau' \neq \emptyset$ and $\sigma$ is a constructor substitution whenever $s \xrightarrow{\mathcal{R}} t$ contains a rewrite step of $l \rightarrow r$.

Therefore, $(l \rightarrow r)\sigma$ is a more specific version of $l \rightarrow r$ in $\mathcal{R}$ w.r.t. $\xrightarrow{\mathcal{R}}$, and moreover, $\tau' \neq \emptyset$ and $\sigma$ is a constructor substitution if $l \rightarrow r$ is used in a successful reduction in $\mathcal{R}$ w.r.t. $\xrightarrow{\mathcal{R}}$. \qed

Now, we consider an alternative for the correctness of the $\text{msv}$ algorithm without restricting to constructor-based reduction. For this purpose, we consider non-erasing constructor TRSs, which enjoy the following nice property:
Lemma 19. Let $\mathcal{R}$ be a non-erasing constructor TRS and $s, t$ be terms. If $s \xrightarrow{\overline{\mathcal{R}}_{\mathcal{R}}} t \in \mathcal{T}(\mathcal{C}, \mathcal{V})$ then $s \xrightarrow{\overline{\mathcal{R}}_{\mathcal{R}}} t$. Furthermore, one may assume that the innermost derivation $s \xrightarrow{\overline{\mathcal{R}}_{\mathcal{R}}} t$ and the constructor-based derivation $s \xrightarrow{\mathcal{R}} t$ employ the same rewrite rules at the same positions.

Proof. We prove this lemma by induction on the length of the derivation. Consider the derivation $C[\sigma] \xrightarrow{\overline{\mathcal{R}}_{\mathcal{R}}} C[r\sigma] \xrightarrow{\overline{\mathcal{R}}_{\mathcal{R}}} t$ with a normalized substitution $\sigma$. Suppose that $\sigma$ is not a constructor substitution. Then, $l\sigma$ contains a normal form containing a defined symbol $g$. Since $\mathcal{R}$ is a non-erasing constructor system, the defined symbol $g$ in $l\sigma$ is not consumed by the application of rules during the reduction $s \xrightarrow{\overline{\mathcal{R}}_{\mathcal{R}}} t$, and hence $g$ appears in $t$. This contradicts that $t \in \mathcal{T}(\mathcal{C}, \mathcal{V})$. Thus, $\sigma$ is a constructor substitution and hence $C[\sigma] \xrightarrow{\overline{\mathcal{R}_{\mathcal{R}}}} C[r\sigma]$. By the induction hypothesis, we have that $C[r\sigma] \xrightarrow{\overline{\mathcal{R}}_{\mathcal{R}}} t$. Therefore, we have that $s \xrightarrow{\overline{\mathcal{R}}_{\mathcal{R}}} t$.

Moreover, it follows from Lemma 19 that Theorem 16 also holds for non-erasing constructor TRSs and $\overline{i}$.

Theorem 20. Let $\mathcal{R}$ be a non-erasing constructor TRS, $l \rightarrow r \in \mathcal{R}$ be a rewrite rule such that $r$ is not a constructor term, and $\tau$ be a finite (possibly incomplete) innermost basic narrowing tree for $r$ in $\mathcal{R}$. Then,

- If $\text{msv}(\mathcal{R}, l \rightarrow r, \tau) = (l \rightarrow r)\sigma$, then $(l \rightarrow r)\sigma$ is a more specific version of $l \rightarrow r$ in $\mathcal{R}$ w.r.t. $\overline{i}$. Moreover, if $\sigma$ is not a constructor substitution, then $l \rightarrow r$ is not used in any successful reduction in $\mathcal{R}$ w.r.t. $\overline{i}$.

- If $\text{msv}(\mathcal{R}, l \rightarrow r, \tau) = \perp$, then $l \rightarrow r$ is not used in any successful reduction in $\mathcal{R}$ w.r.t. $\overline{i}$.

Proof. Let $\text{msv}(\mathcal{R}, l \rightarrow r, \tau) = (l \rightarrow r)\sigma$ and $\mathcal{R}' = (\mathcal{R} \setminus \{l \rightarrow r\}) \cup \{(l \rightarrow r)\sigma\}$. We only show that if $s \xrightarrow{\overline{\mathcal{R}}_{\mathcal{R}}} t$ is successful in $\mathcal{R}'$ then $s \xrightarrow{\overline{\mathcal{R}}_{\mathcal{R}}} t$ is successful in $\mathcal{R}$ since the remaining part can be proved similarly to Theorem 16 by using Lemma 19.

Suppose that $\sigma$ is a constructor substitution. It follows from Lemma 19 that $s \xrightarrow{\overline{\mathcal{R}}_{\mathcal{R}}} t$. It follows from Theorem 16 that $(l \rightarrow r)\sigma$ is a more specific version of $l \rightarrow r$ in $\mathcal{R}$, and hence $s \xrightarrow{\overline{\mathcal{R}}_{\mathcal{R}}} t$. Therefore, it follows from $\overline{\mathcal{R}}_{\mathcal{R}} \subseteq \overline{\mathcal{R}}_{\mathcal{R}}$ that $s \xrightarrow{\overline{\mathcal{R}}_{\mathcal{R}}} t$.

Suppose that $\sigma$ is not a constructor substitution. Since $\mathcal{R}$ is non-erasing, so is $\mathcal{R}'$. Thus, a term rooted by a defined symbol appears in a proper subterm of $l\sigma$ appears in $r\sigma$. This means that a normal form rooted by a defined symbol does not disappear in reductions of $\mathcal{R}'$, i.e., $(l \rightarrow r)\sigma$ is not used in any successful derivation in $\mathcal{R}'$. Therefore, $s \xrightarrow{\overline{\mathcal{R}}_{\mathcal{R}}} t \in \mathcal{T}(\mathcal{C}, \mathcal{V})$ implies $s \xrightarrow{\overline{\mathcal{R}}_{\mathcal{R} \setminus \{(l \rightarrow r)\sigma\}}} t$, and hence $s \xrightarrow{\overline{\mathcal{R}}_{\mathcal{R}}} t$.

In program inversion for injective functions, the resulting systems are basically non-erasing [22]. Thus, msv is often useful in improving the resulting systems of the inversion, e.g., inc$^{-1}$ in Section 14.

Clearly, computing most specific versions is generally undecidable since it would require the computation of all (possibly infinite) narrowing derivations starting from the right-hand side of this rule. Nevertheless, analogously to [18], we can at least state the conditions under which the computed more specific version is actually a most specific version. Intuitively speaking, the computed more specific version is a most specific version when no further narrowing steps might further instantiate the result of the lgg operator.
Theorem 21. Given the conditions of Theorem 16 (resp. Theorem 20), if \( \text{lgg}(\{r \sigma | r \sim_{\sigma}^{*} r' \in \tau \}) \) and \( \text{lgg}(\{r \sigma | r \sim_{\sigma}^{*} r' \in \tau_{\text{succ}} \}) \) are variants, then \( \text{msv}(R, l \rightarrow r, \tau) \) is a most specific version of \( l \rightarrow r \) in \( R \) w.r.t. \( c \rightarrow (\text{resp. } i \rightarrow ) \).

Proof. First, let us note that \( \tau_{\text{succ}} \subseteq \tau \) and, thus, \( \{r \sigma | r \sim_{\sigma}^{*} r' \in \tau_{\text{succ}} \} \subseteq \{r \sigma | r \sim_{\sigma}^{*} r' \in \tau \} \).

Assume \( S = \{r \sigma | r \sim_{\sigma}^{*} r' \in \tau_{\text{succ}} \} \) and \( \{r \sigma | r \sim_{\sigma}^{*} r' \in \tau \} = S \cup T \) for some set \( T \) (the instances of \( r \) with the substitutions of incomplete, non-failing derivations). Then, the proof is an immediate consequence of the following property: if \( \text{lgg}(S) \) is a variant of \( \text{lgg}(S \cup T) \), then \( \text{lgg}(S) \) is also a variant of \( \text{lgg}(S \cup T \sigma) \) for all substitution \( \sigma \) (since only incomplete derivations can produce further variable bindings).

Now, let us prove the above property, where we consider singleton sets \( S = \{s\} \) and \( T = \{t\} \) for simplicity. First, by definition of the \( \text{lgg} \) operator, we have \( \text{lgg}(\{s\}) = s \). Since \( \text{lgg}(s, t) \) is a variant of \( s \), we have \( s \leq t \). Therefore, \( s \) is also more general than \( t \sigma \) for all \( \sigma \) and, thus, \( \text{lgg}(s, t) = \text{lgg}(s, t \sigma) \) for all \( \sigma \), which proves the claim.

Actually, Theorem 21 provides the basis for refining the \( \text{msv} \) algorithm: one could safely stop unfolding an incomplete innermost basic narrowing derivation \( s \sim_{\sigma}^{*} t \) if there exists a successful innermost basic narrowing derivation \( s \sim_{\sigma}^{*} s' \) such that \( \theta \leq \sigma \var{\text{Var}(s)} \).

5 Conclusion and Future Work

We have introduced the notion of a more specific rule, which allows us to replace a rule of a rewriting system by an instance of this rule such that the reductions of interest—the so called successful reductions from a constructor instance of a left-hand side to a constructor term—are still preserved. We have also introduced an algorithm for computing more specific versions and have proved its correctness as well as some basic properties. In general, the MSV transformation might help to make some properties of a TRS explicit, which might ease the static analysis of the program’s properties (as in \cite{18}, where a similar transformation was introduced in the context of logic programming).

As for future work, we plan to extend our results to the conditional case. Another avenue of future work is the use of the MSV transformation to improve the accuracy of termination analyses.
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