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Recently, rewriting induction, which is one of the induction principles for proving inductive theorems in equational theory, has been extended to deal with constrained term rewriting systems. Rewriting induction has been applied to developing a method for proving the equivalence of imperative programs. To prove inductive theorems, there are many cases where appropriate lemmas need to be added. To this end, several methods for lemma generation in term rewriting have been studied. However, these existing methods are not effective for cases in constrained term rewriting. In this paper, we propose a framework of lemma generation for constrained term rewriting systems, in which we formalize the correspondences of terms in diverging equations by means of given constrained rewrite rules. We show an instance of the formalization, and also show that due to the framework with the instance, there is no necessity to give lemmas in advance for the examples shown by previous works.

1 Introduction

Program verification methods for imperative programs and functional programs are being researched using different approaches. The representative methods for verifying imperative programs are verification methods based on model checking [11][26][18] or on Hoare logic [15][14][18]. However, heuristic tasks are often necessary, such as providing checking algorithms that satisfy the specifications in model checking, as well as discovering loop invariant expressions and providing pre-conditions and post-conditions in Hoare logic. These heuristic tasks cannot, at times, be automated in such a way that they invariably provide the expected information. Conversely, Isabelle/Hol [24], AOL2 [21], PVS [13], Coq [12], SPIKE [6][7][29] and so on are representative theorem provers for functional programs. In term rewriting systems (TRS), which are one kind of computation model for functional programs, proof methods based on the principles of implicit induction, such as inductionless induction and rewriting induction, are being widely studied [23][16][27][30][8][36][1][2][3][9] as automated verification methods for inductive theorems. Automated proving methods for inductive theorems can be used in equivalence verification because the equivalence of functions can be formulated as inductive theorems in term rewriting systems in such a way that they terminate with no adverse effects. However, there are times when, depending on the input, the verification procedure enters an endless loop and the verification fails.

A verification method that reduces the equivalence of imperative programs operating on natural numbers to inductive theorems in constrained term rewriting systems (constrained TRS), including the comparison of natural numbers in their constraints, has been proposed [41] based on inductionless in-
duction. This method is based on a completion procedure in constrained term rewriting systems, and it is possible to prevent endless looping of the verification procedure in a TRS using a comparison operator for natural numbers. Meanwhile, a new problem has arisen of automating the decomposition processing of the constrained part of the equation. It is also inherently difficult to handle integers under the restrictions of the completion procedure. And so, a verification method has been proposed in the literature [37] to verify by rewriting induction of inductive theorems in constrained term rewriting systems. With this method, it is no longer necessary to decompose the constraints and integers can be easily handled. This, however, presumes that the lemma equations needed for the proof have already been provided.

Generally speaking, it often necessary to provide appropriate lemma equations for automated proofs of inductive theorems. One way to obtain candidate lemma equations is to generalize (partially replace into variables) diverging equations. Although appropriate lemmas can be generated simply by generalizing maximal subterms with multiple appearances, erroneous lemmas are often generated depending on the timing of lemma generation during the theorem proof. Methods for generating more appropriate lemmas in unconstrained term rewriting systems have been proposed in the past, such as divergence critic [32], sound generalization [1][31][39], and the papers [10][19][20]. It may be possible to extend these methods to constrained TRSs, but the proofs in the papers [37][41] show that these methods are not effective for generating the necessary lemmas. For example, the divergence critic is not effective for the divergence in the examples in the papers [37][41]. Also sound generalization cannot be applied to rewriting rules that enable all of the arguments on the left side to be variables as the examples in [37][41] show. Section 7 provides a more detailed comparison.

This paper formulates term relations from the rewriting rules and proposes a framework to generalize constrained equations based on those relations. In particular, constrained equations are generalized using the following procedure.

1. Generate rewriting rules that show term relations from the rewriting rules. At this point, a special constant that expresses the parts that are not to be generalized is introduced.

2. Extract the subterms in the equation parts and list them.

3. In the rules generated in step 1, those items matching the term at the top of the list are taken to be generalized terms. For the second and following terms, if a term that generalized the term one ahead is rewritten by rules generated in step 1 and the obtained item can be matched, that term is taken to be a generalized term. Each of the terms in the equation parts are generalized, complying with the generalized terms.

4. By generalizing the constraint, the constrained equation is generalized in accordance with both of the sides originally held by the equation and with the equivalent relations of the subterms in the constraint.

Also, rules of inference for adding lemmas are included among the rules of inference for the writing induction proposed in the paper [37], and the proofs are shown to be correct by means of the rewriting induction constructed from all those rules of inference. Finally, we include functions to generate, and add lemma equations in a proving procedure based on rewriting induction; we propose one generation method for rules that express term relations from the rewriting rules, and we show successful proofs for the exemplary proofs shown in [37] by automatic generation with this method without providing lemma equations in advance.

This paper has the following organization. Section 2 describes the rules for abstract reduction systems, terms, and constraints. Section 3 describes constrained term rewriting systems. Section 4 proposes a generalization of constrained equations. Section 5 proposes a rewriting induction procedure, in addition to the method proposed in Section 4 and proves its correctness. Section 5 also shows examples of proofs with this method. Section 6 compares this research with related research. Finally, Section 7 takes a look at future issues.

2 Preliminaries

This paper follows the general notation for term rewriting systems [4].

An abstract reduction system $S$ is a pair $(A, \to)$, where the the reduction $\to$ is a binary relation on the set $A$. The reflexive transitive closure of $\to$ is
denoted by $\rightarrow^*$. An element $a \in A$ is called a normal form of $S$ if there is no element $b \in A$ such that $a \rightarrow b$. An element $c \in A$ is said to have a normal form w.r.t. $S$ if there exists a normal form $a$ such that $c \rightarrow^* a$. The set of normal forms with respect to $S$ is denoted by $NF_S$. $S$ is called Church-Rosser (CR) if for each $x, y \in A$ with $x \rightarrow^* y$, there exists an element $z \in A$ such that $x \rightarrow^* z \leftarrow^* y$. $S$ is said to be terminating if there exists no infinite reduction sequence of $\rightarrow$ starting from any element $a \in A$. The relation $\rightarrow^*$ is defined as follows:

$$\rightarrow^* = \{(a, b) \mid a \rightarrow^* b \in NF_S\}$$

The set of terms over a set $F$ of function symbols (signature) and the countably infinite set $V$ of variables is denoted by $T(F, V)$. A term is called ground if it contains no variable, and the set of ground terms is denoted by $T(G)$. For a term $t$, the set of variables appearing in $t$ is denoted by $\text{Var}(t)$. We write $s \equiv t$ if terms $s$ and $t$ are identical. The set of positions in term $t$ is denoted by $\text{Pos}(t)$:

- $\text{Pos}(t) = \{\varepsilon\}$ if $t \in V$, and
- $\text{Pos}(t) = \{\varepsilon\} \cup \{iu \mid 1 \leq i \leq n, u \in \text{Pos}(t_i)\}$

where $\varepsilon$ denotes the empty sequence. Note that the root position is represented as $\varepsilon$. The hole $\square \not\in F$ is taken to be a special constant symbol. A context is a term in $T(F \cup \{\square\}, V)$ that includes exactly one $\square$. The hole itself is also a context, and this kind of context is called an empty context. For a context $C[t]_p$ with the hole at position $p$, the term obtained by replacing the hole with a term $t$ is denoted by $C[t]_p$. We may omit $p$ from $C[t]_p$ and $C[t]_p$ if $p$ is clear from the context. The set of contexts over $F$ and $V$ is denoted by $T_G(F, V)$. For a term $t$, a term $u$ called a subterm of $t$, denoted by $t|_u$, if there exists a context $C[t]_u$ such that $t \equiv C[t]_u$. For a variable $x$ appearing in a term $t$ at position $p$, the occurrence of $x$ at position $p$ is called shallow if the length of $p$ is at most one.\footnote{In other words, $p$ is either $\varepsilon$ or a natural number.}

The size of a term is the total number of occurrences of function symbols and variables in the term.

For a substitution $\sigma$, the domain and range of $\sigma$ are denoted by $\text{Dom}(\sigma) = \{x \mid x \not\in \sigma(x)\}$ and $\text{Ran}(\sigma) = \{\sigma(x) \mid x \in \text{Dom}(\sigma)\}$, respectively, where the domain is finite. We may write $\{x_1 \mapsto t_1, \ldots, x_n \mapsto t_n\}$ instead of $\sigma$ if $\text{Dom}(\sigma) = \{x_1, \ldots, x_n\}$ and $\sigma(x_i) = t_i$. The application $\sigma(t)$ of $\sigma$ to term $t$ is called an instance of $t$ and we may abbreviate it to $t\sigma$. We say that $t$ is more general than $t\sigma$. For substitutions $\sigma$ and $\sigma'$, we write $\sigma = \sigma'$ if $\text{Dom}(\sigma) = \text{Dom}(\sigma')$ and $x\sigma \equiv x\sigma'$ for all variables $x$ (in $\text{Dom}(\sigma)$). The composition $\sigma\tau$ of $\sigma$ and $\tau$ is defined as $x(\sigma\tau) \equiv (x\sigma)\tau$. For a set $X$ of variables, the restriction $\sigma|_X$ of $\sigma$ to $X$ is defined as $\{x \mapsto x\sigma \mid x \in \text{Dom}(\sigma) \cap X\}$. For substitutions $\sigma$ and $\theta$, we write $\sigma \preceq \theta$ if there exists a substitution $\delta$ such that $\sigma = \delta\theta$. We say that $\sigma$ is ground to term $t$ if $t\sigma$ is ground. The substitution $\sigma$ is simply called ground if $\sigma$ is ground to any term appearing after $\sigma$. Given an abstract reduction system $S = (T(F, V), \rightarrow)$, a ground substitution $\sigma$ is called normalized w.r.t. $S$ if $\text{Ran}(\sigma) \subseteq NF_S$.

Terms $s$ and $t$ are called unifiable if there exits a substitution $\sigma$ such that $s\sigma \equiv t\sigma$. Then, $\sigma$ is said to be a unifier of $s$ and $t$. A unifier $\sigma$ of $s$ and $t$ is called most general (mgu) if $\sigma$ is more general than any unifier of $s$ and $t$. Note that a most general unifier is unique up to variable renaming. We denote a most general unifier of $s$ and $t$ by $\text{mgu}(s, t)$.

A partial order $\succ$ over terms is called a reduction order if $\succ$ is well-founded and closed under contexts and substitutions.

Let $G$ be a signature and $P$ be a set of predicate symbols. Formulas over $G$, $P$, and $V$ are defined by BNF notation as follows:

$$\phi ::= P(t_1, \ldots, t_n) \mid \neg \phi \mid \phi \land \phi \mid \phi \lor \phi \mid \phi \rightarrow \phi \mid \phi \iff \phi \mid T \mid \bot$$

where $P \in P$ and $t_1, \ldots, t_n \in T(G, V)$. $P(t_1, \ldots, t_n)$ is called an atomic formula. We assume that the binary equality predicate symbol $\text{EQ}$ is included in $P$. Note that this paper deals with quantifier-free formulas only. The set of free variables in formula $\phi$ is denoted by $\text{fv}(\phi)$.\footnote{All the variables in quantifier-free formulas are free variables.} The set of formulas over $G, P$ is denoted by $\text{Fol}(G, P, V)$. A formula is called closed if it contains any free variable. The application of substitution $\sigma$ to formula $\phi$, denoted by $\phi\sigma$, is defined as the replacement of free variables with the corresponding terms registered in $\sigma$, and, in applying $\sigma$ to $\phi$, we implicitly assume that $\text{Ran}(\sigma|x_{\phi}) \subseteq T(G, V)$. Positions of formulas are defined as well as those of terms by considering formulas as terms.
A structure $\mathcal{M}$ for $\mathcal{G}$ and $\mathcal{P}$ consists of the non-empty set $A$, called the universe, and the interpretation for $\mathcal{G}$ and $\mathcal{P}$. Every $n$-ary function symbol $g \in \mathcal{G}$ is interpreted by an $n$-ary function $g^\mathcal{M}: A^n \to A$. Every $n$-ary predicate symbol $P \in \mathcal{P}$ is interpreted by an $n$-ary function $P^\mathcal{M}: A^n \to \{\top, \bot\}$, where $\top$ and $\bot$ correspond to true and false, respectively. The interpretation of $EQ$ is done by the function $EQ^\mathcal{M}$ that returns $\top$ if the value of the arguments are equivalent, and otherwise returns $\bot$.

Given a structure $\mathcal{M}$ for $\mathcal{G}$ and $\mathcal{P}$, we call a formula over $\mathcal{G}$, $\mathcal{P}$ and $\mathcal{V}$ a constraint (over $\mathcal{M}$).

The interpretation of ground terms (in $T(\mathcal{G})$) w.r.t. $\mathcal{M}$ is defined as $(f(t_1, \ldots, t_n))^\mathcal{M} = f^\mathcal{M}(t_1^\mathcal{M}, \ldots, t_n^\mathcal{M})$, and the interpretation of a closed atomic formula is defined as $(P(t_1, \ldots, t_n))^\mathcal{M} = P^\mathcal{M}(t_1^\mathcal{M}, \ldots, t_n^\mathcal{M})$. The interpretations of $\neg, \land, \lor, \forall, \exists$ are defined as usual. We say that a closed formula $\phi$ holds w.r.t. $\mathcal{M}$, written as $\mathcal{M} \models \phi$ if $\phi^\mathcal{M} = \top$, and otherwise it does not hold w.r.t. $\mathcal{M}$, written as $\mathcal{M} \not\models \phi$. In this paper, we assume that the truth values of closed formulas are decidable.

A formula $\phi$ is called valid w.r.t. $\mathcal{M}$ if $\mathcal{M} \models \phi$ for every substitution $\sigma$ such that $f_{\mathcal{V}}^\mathcal{M} \subseteq Dom(\sigma)$ and $\text{Ran}(\sigma|_{v(\phi)}) \subseteq T(\mathcal{G})$. We say that $\phi$ is called satisfiable w.r.t. $\mathcal{M}$ if there exists a substitution $\sigma$ such that $f_{\mathcal{V}}^\mathcal{M} \subseteq Dom(\sigma)$, $\text{Ran}(\sigma|_{v(\phi)}) \subseteq T(\mathcal{G})$, and $\mathcal{M} \models \phi$. Furthermore, $\phi$ is called unsatisfiable w.r.t. $\mathcal{M}$ if $\phi$ is not satisfiable w.r.t. $\mathcal{M}$.

Example 2.1 Let $G_{PA} = \{0, s, p, +\}$, $P_{PA} = \{\neq, =, <, \leq, \geq\}$, and $M_{PA}$ be a structure for $G_{PA}$ and $P_{PA}$ such that the universe of $M_{PA}$ is the set of integers, $0^{M_{PA}} = 0$, $s^{M_{PA}}(x) = x + 1$, $p^{M_{PA}}(x) = x - 1$, and the interpretations of the predicate symbols are the usual ones over integer. Here, $P_{PA}$ does not include $EQ$, but we consider $=$ as $EQ$ since $=^M_{PA}$ coincides with the interpretation of $EQ$. Note that constraints over $M_{PA}$ correspond to formulas in Presburger arithmetic.

A closed formula in Presburger arithmetic is called a Presburger sentence. It is well known [25][35][40] that Presburger sentences are decidable.

For this reason, the validity, satisfiability, and unsatisfiability for any constraint over $M_{PA}$ is decidable.

3 Constrained Term Rewriting Systems and their Properties

This section introduces the definition of constrained term rewriting systems, which has been shown in the paper [37], and describes the characteristics that should be satisfied regarding constraints.

Let $\mathcal{F}$ and $\mathcal{G}$ be sets of function symbols consisting of $\mathcal{F} \cap \mathcal{G} = \emptyset$, let $\mathcal{P}$ be a set of predicate symbols, and let $\mathcal{M}$ be a structure for $\mathcal{G}$ and $\mathcal{P}$. Then, a constrained rewriting rule over $(\mathcal{F}, \mathcal{G}, \mathcal{P}, \mathcal{M})$ is a triple $(l, r, \phi)$, written as $l \to r \ [\phi]$, of the left-hand side $l$, the right-hand side $r$, and the constrained part $\phi$, such that $l \not\in \mathcal{V}, r \in T(\mathcal{F} \cup \mathcal{G}, \mathcal{V})$, and $\text{Var}(l) \supseteq \text{Var}(r), \phi \in \text{Fold}(\mathcal{G}, \mathcal{P})$, and $\text{Var}(\phi) \supseteq f_{\mathcal{V}}(\phi)$. When $\phi$ is $\top$, the constraint may be omitted and it may be written as $l \to r$.

Let $\mathcal{R}$ be a finite set of constrained rewriting rules over $(\mathcal{F}, \mathcal{G}, \mathcal{P}, \mathcal{M})$. The rewrite relation $\to_R$ of $\mathcal{R}$ is defined as $\{(C[l]_\sigma, C[r]_\sigma) \mid l \to r \ [\phi] \in \mathcal{R}, C[l] \in T_\mathcal{C}(\mathcal{F} \cup \mathcal{G}, \mathcal{V}), \mathcal{M} \models \phi\}$. If the rewrite position $p$ is to be made clear, we write $\to_{p,R}$ instead of $\to_R$. A constrained term rewriting system over $(\mathcal{F}, \mathcal{G}, \mathcal{P}, \mathcal{M})$ is an abstract reduction system $(T(\mathcal{F} \cup \mathcal{G}, \mathcal{V}), \to_R)$ determined by the set $T(\mathcal{F} \cup \mathcal{G}, \mathcal{V})$ of terms and the rewrite relation $\to_R$, and is simply denoted by the set $\mathcal{R}$ of rewriting rules. When the constrained parts of all the rules in $\mathcal{R}$ are $\top$, $\mathcal{R}$ is a term rewriting system (TRS).

A constrained equation over $(\mathcal{F}, \mathcal{G}, \mathcal{P}, \mathcal{M})$ is a triple $(s, t, \phi)$, written as $s \equiv t \ [\phi]$, of terms $s, t$ and the constrained part $\phi$, such that $s, t \in T(\mathcal{F} \cup \mathcal{G}, \mathcal{V})$. When $\phi$ is $\top$, the constrained part may be omitted and the equation may be written as $s \equiv t$. Also, $s \equiv t \ [\phi]$ expresses $s \equiv t \ [\phi]$ or $t \equiv s \ [\phi]$, e.g., $s \equiv t \ [\phi] \in E$ means that $s \equiv t \ [\phi] \in E$ or $t \equiv s \ [\phi] \in E$. Hereafter, when the meaning is clear enough, constrained rewriting rules (equations) are simply called rewriting rules (equations). Each rewriting rule (equation) may have a unique label and be expressed as $\rho : l \to r \ [\phi] (\rho' : l \to r \ [\phi'])$. Also, $s \equiv t$ is called the equation

---

13 In this paper, we assumed that constraints are quantifier-free. However, when constraints we treat are in Presburger arithetic, we can allow constraints to contain quantifiers while the discussion later also holds for such constraints. This is because Presburger sentences are decidable even if they contain quantifiers.

14 At this point, $\text{Ran}(\sigma|_{v(\phi)}) \subseteq T(\mathcal{G})$. 

---
part of $s \approx t$ \([\phi]\).

Let $E$ be a finite set of constrained equations over \((F, G, P, M)\). The binary relation $\leftrightarrow_E$ determined by $E$ is defined as \[ (C[s\sigma_g], C[t\sigma_g]) \mid s \approx t \quad {[\phi]} \in E, \quad C[\_] \in \mathcal{C}(F, G), \quad M \models {\phi}\sigma_g. \]

A constrained equation $s \approx t$ \([\phi]\) is called an inductive theorem of $R$ if $M \models {\phi}\sigma_g$ and $s\sigma_g \leftrightarrow_E t\sigma_g$ for any arbitrary ground substitution $\sigma_g$ such that $\text{Var}(s, t) \cup \text{fe}(\phi) \subseteq \text{Dom}(\sigma_g)$ and $\text{Ran}(\sigma_g) \cap \text{Var}(s, t) \cup \text{fe}(\phi) \subseteq T(F \cup G)$ [9] [37]. Given a term $t$ and a constraint $\phi$, a position $p$ of $t$ is called an $R$-complete occurrence in $t$ under $\phi$ if $\text{t}_m\phi$ can be rewritten at position $p$ for any ground normalized substitution $\sigma$ such that $M \models {\phi}\sigma$.

Next, we introduce the characteristies requested of constrained TRSs that uses rewriting induction.

**Definition 3.1** (\([37]\)) Let $R$ be a constrained term rewriting system over \((F, G, P, M)\).

- $R$ is called complete w.r.t. $M$ if $M \models \text{EQ}(s_g, t_g)$ for any arbitrary ground terms $s_g, t_g \in T(G)$ such that $s_g \leftrightarrow_E t_g$.
- $R$ is called locally sound w.r.t. $M$ if, for any ground term $s \in T(G)$, $t \in T(G)$ and $M \models \text{EQ}(s, t)$ for any ground term $t \in T(F \cup G)$ such that $s \rightarrow_R t$.

Completeness ensures that if two terms are semantically equivalent, then they are also equivalent w.r.t. the rewrite relation. Local soundness ensures that a term obtained by rewriting an interpretable term has the same value of the original term.

**Theorem 3.2** (\([37]\)) Let $R$ be a constrained term rewriting system over \((F, G, P, M)\).

- $R$ is complete w.r.t. $M$ if all of the following hold:
  - $R$ is locally sound w.r.t. $M$,
  - $R$ is terminating, and
  - for any ground terms $s_g, t_g \in T(G)$, if $s_g, t_g \in \text{NF}_R$ and $M \models \text{EQ}(s_g, t_g)$, then $s_g \leftrightarrow_E t_g$.
- $R$ is locally sound w.r.t. $M$ if and only if, for any rewriting rule $l \rightarrow r$ \([\phi]\) $\in R$ if $l \in T(G, V)$, then $r \in T(G, V)$ and $\phi \Rightarrow \text{EQ}(l, r)$ is valid w.r.t. $M$.

**Example 3.3** (\([37]\)) Let us consider the following constrained term rewriting system over \((\emptyset, G_{PA}, P_{PA}, M_{PA})\) such that constrained parts correspond to formulas for Presburger arithmetics shown in $G_{PA}, P_{PA}, M_{PA}$ of Example 2.1:

\[
R_\text{add} = \begin{cases} 
0 + y \rightarrow y \\
\phi(x) + y \rightarrow \phi(x + y) \\
p(x) + y \rightarrow p(x + y)
\end{cases}
\]

$R_\text{add}$ is locally sound w.r.t. $M_{PA}$ since all the left-hand sides and the right-hand sides are included in $T(G_{PA}, V)$, and because $0 + y = y$, $\phi(x) + y = \phi(x + y)$, $p(x) + y = p(x + y)$ all are valid w.r.t. $M_{PA}$. Also, because $R_\text{add}$ has the CR property, $R$ is sound w.r.t. $M_{PA}$. However, when we consider $0$ and $\phi(0)$, although $M_{PA} \models 0 = \phi(0)$, $R_\text{add}$ does not satisfy $0 \leftrightarrow R_\text{add} \phi(0)$. For this reason, $R_\text{add}$ is not complete w.r.t. $M_{PA}$.

Next we consider the following constrained term rewriting system over \((\emptyset, G_{PA}, P_{PA}, M_{PA})\):

\[
R_{PA} = R_\text{add} \cup \begin{cases} 
\phi(p(x)) \rightarrow x \\
\phi(s(x)) \rightarrow x
\end{cases}
\]

$R_{PA}$ is terminating and locally sound w.r.t. $M_{PA}$. Moreover, if $s_g, t_g \in \text{NF}_R$ and $M_{PA} \models s_g \leftrightarrow t_g$, then $s_g \equiv t_g$ can be said. For this reason, $R_{PA}$ is complete w.r.t. $M_{PA}$.

### 4 Generalization of Constrained Equations

This section describes how lemma equations are generated, and defines properties and functions that are necessary for the generation.

Let us consider the following constrained TRS over \((\text{sum}, \text{sum1}, u), G_{PA}, P_{PA}, M_{PA})\):

\[
R_{\text{sum}} = R_{PA} \cup \begin{cases} 
\text{sum}(x) \rightarrow 0 \quad \| x \leq 0 \\
\text{sum}(s(x)) \rightarrow \text{sum}(x) + s(x) \quad \| x \geq 0 \\
\text{sum1}(n) \rightarrow u(n, s(0), 0) \quad \| i \leq n \\
u(n, i, z) \rightarrow u(n, s(i), z + i) \quad \| i \leq n \\
u(n, i, z) \rightarrow z \quad \| i > n
\end{cases}
\]

When proving that $\text{sum}(n) \approx \text{sum1}(n)$ is an inductive theorem of $R_{\text{sum}}$ by using the method in [37], the generation of equations to be proved diverges as illustrated in Fig. 1. For the proof to succeed, it is sufficient to show that the first equation in Fig. 1 is an inductive theorem of $R_{\text{sum}}$. To this end, it suffices to prove that the second equation is
an inductive theorem of $R_{sum}$, and to this end, we prove that the third equation is an inductive theorem of $R_{sum}$. This kind of repetition is a divergence of equations. If we generate an equation that is more general than some of equations in this divergence and if we succeed in proving that the more general equation is an inductive theorem, then the all original equations in the divergence are proved to be inductive theorems. As a result, divergence converges, and an overall proof can be completed.

Generally speaking, the cause of divergence in a proof is frequently the case that appropriate rewriting rules corresponding to induction hypotheses which are already obtained cannot be applied to equations to be proved. There is a possibility that the appropriate rewriting rules can be applied to more general equations, and thus, this technique can be expected to lead to a successful proof. For this reason, we try to generate a candidate of lemma equations from the second equation $u(n, s^2(0), 0 + s(0)) + s(n) \approx u(s(n), s^2(0), (0 + s(0)) + s^2(0)) \ [s^2(0) \leq s(n)]$ in Fig. 1. To prove that this equation is an inductive theorem, making $u(n, x, y) + s(n) \approx u(s(n), s(x), y + x) \ [x \leq s(n)]$ a candidate of lemma equations enables us to use it as an induction hypothesis in later steps in the proof, and we can succeed in proving that the initial equation is an inductive theorem.

Next, we describe the idea of generating the candidate equation mentioned above. $u(n, s^2(0), 0 + s(0))$ and $u(s(n), s^2(0), (0 + s(0)) + s^2(0))$ are generalized into $u(n, x, y)$ and $u(s(n), s(x), y + x)$, respectively. This is caused from the fact that variations of the second and third arguments of $u$ are the same. This correspondence coincides with the variation of the second and third arguments of $u$ in the fourth rule of $R_{sum}$. On the other hand, we want to ignore the first argument of $u$ since the first argument of $u$ is not made a target of generalization. Viewed in this light, by using the constant $\Omega$ representing an arbitrary term, we deduce the following relation from the fourth rule in $R_{sum}$:

$\rho_7 : u(\Omega, i, z) \rightarrow u(\Omega, s(i), z + i)$

In Section 5.3, we will show a concrete method for generating $\rho_7$ from $R$.

We denote by $\leq_3$ the relation ensuring that $\Omega$ is more generalized than any arbitrary term. Then, the following relation holds between the terms mentioned above:

$u(n, s^2(0), 0 + s(0)) \rightarrow \gamma(\theta) u(s(n), s^2(0), (0 + s(0)) + s^2(0)) \ [s^2(0) \leq s(n)]$

where $\theta = \{ x \mapsto s^2(0), y \mapsto 0 + s(0) \}$ and $t \leq_3 s$ denotes the relation between $s, t$ such that $s \equiv \theta t$.

On the other hand, constraint $s^2(0) \leq s(n)$ must be generalized into $x \leq s(n)$. When the equation being focused on was generated, information can be obtained that $s^2(0)$ in the constraint and the subterm $s^2(0)$ in the second argument $s^3(0)$ of the right-hand side $u(s(n), s^2(0), (0 + s(0)) + s^2(0))$ are equivalent (see Section 5.1). Using this information, we obtain $x \leq s(n)$ along with the variable replacement mentioned in generalizing the equation part.

In the following, by following the above idea, we formalize a generalization method for constrained equations in a constrained TRS $R$ over $(\mathcal{F}, \mathcal{G}, \mathcal{P}, \mathcal{M})$.

First we provide definitions for $\Omega$ and $\leq_3$.

**Definition 4.1** ([22]) Let $\Omega \notin \mathcal{F}$ be a fresh constant, and define the relation $\leq_3$ over $\mathcal{T}(\mathcal{F} \cup \{\Omega\}, \vee)$ as follows:

- $t \leq_3 \Omega$ and $t \geq_3 t$ for any term $t$.
- $f(t_1, \ldots, t_n) \geq_3 f(s_1, \ldots, s_n)$ if $t_1 \geq_3 s_1, \ldots, t_n \geq_3 s_n$.

\begin{align*}
\begin{array}{ll}
u(n, s(0), 0) + s(n) & \approx u(s(n), s^2(0), 0 + s(0)) \ [s(0) \leq s(n)] \\
u(n, s^2(0), 0 + s(0)) + s(n) & \approx u(s(n), s^2(0), (0 + s(0)) + s^2(0)) \ [s^2(0) \leq s(n)] \\
u(n, s^2(0), (0 + s(0)) + s(n)) & \approx u(s(n), s^2(0), ((0 + s(0)) + s^2(0)) + s^2(0)) \ [s^3(0) \leq s(n)] \\
\vdots
\end{array}
\end{align*}

Fig. 1 Example of divergence in the proof $\sum(n) \approx \sum(1)$
Example 4.2  $u(n, x, y) \geq_1 u(\Omega, x, y), u(s(n), s(x), y + x) \geq_1 u(\Omega, s(x), y + x)$.

Next we give a generalization method of equations.

Definition 4.3 An equation $s \approx t [\phi]$ is called an instance of an equation $s' \approx t' [\phi']$, and moreover, $s' \approx t' [\phi']$ is said to be more general than $s \approx t [\phi]$ if there exists a substitution $\theta$ such that
- $s \equiv s' \theta$,
- $t \equiv t' \theta$, and
- $\phi \equiv \phi' \theta$ is valid w.r.t. $\mathcal{M}$.

Example 4.4 $u(n, s^2(0), 0 + s(0)) + s(n) \approx u(s(n), s^2(0), 0 + s(0)) + s^2(0)$ is an instance of $u(n, x, y) + s(n) \approx u(s(n), s(x), y + x)$.

Let $s \approx t [\phi]$ be an instance of $s' \approx t' [\phi']$. Then, it is clear by definition that if $s' \approx t' [\phi']$ is an inductive theorem of $R$, then so is $s \approx t [\phi]$.

Next, using a tuple of terms and rewriting rules $R^\Omega$ over $(\mathcal{F} \cup \{\Omega\}, \mathcal{G}, \mathcal{P}, \mathcal{M})$, we define a function for generalizing the tuple of the terms. Let us write a tuple of $n$ terms $s_1, \ldots, s_n$ as $(s_1, \ldots, s_n)$. Also, we will discuss in Section 5.3 some heuristics for generating $R^\Omega$ from $R$.

Definition 4.5 Let $R^\Omega$ be a TRS over $(\mathcal{F} \cup \{\Omega\}, \mathcal{G}, \mathcal{P}, \mathcal{M})$, and let $s_1, \ldots, s_n$ be terms in $T(\mathcal{F} \cup \mathcal{G}, \mathcal{V})$. We define the function $\text{genTerms}$ as follows (see also Fig. 2):

\[
\text{genTerms}((s_1, \ldots, s_n), R^\Omega) = \begin{cases} 
\exists \theta . \forall v_1, \ldots, v_n \in T(\mathcal{F} \cup \mathcal{G} \cup \{\Omega\}, \mathcal{V}), \\
\text{Dom}(\theta) \subseteq \text{Var}(v_1, \ldots, v_n), \\
(v_1 \in \{1, \ldots, n\}, s_i \equiv t_i \theta, v_i \leq n), \\
(v_1 \in \{1, \ldots, n - 1\}, v_i \rightarrow_{s_i, R^\Omega} v_{i+1})
\end{cases}
\]

where $v_1$ is a variant of a left-hand side in $R^\Omega$, and $t_1, \ldots, t_n$ are terms in $T(\mathcal{F} \cup \mathcal{G}, \mathcal{V})$ such that all of the following hold for all $1 \leq i \leq n$:
- if $\forall p \in \text{Pos}(v_i), v_i|_p \equiv \Omega$, then $t_i|_p \equiv s_i|_p$, and
- $t_i$ is most general in the terms satisfying the previous condition.

Proposition 4.6 $\text{genTerms}$ is computable, and

\[
\mathcal{R}_\theta(\text{genTerms}(\phi)) \subseteq \mathcal{T}(\mathcal{G}, \mathcal{V}) \text{ and } \text{genTerms}(\phi) = \text{genTerms}(\phi \theta).
\]
Suppose that the equation part of position equivalence by position equivalence w.r.t. \( e \) as follows:

\[
\text{Let } Q \text{ be a set of positions in equation } e \text{ such that } e_i \equiv e_j \text{ for all } p, q \in Q. \text{ Then, } Q \text{ is said to be a position equivalence w.r.t. } e.
\]

We denote by \( O(s \equiv t) \) the set of all positions in the equation: \( O(s \equiv t)(\phi) = \{ l.p \mid p \in O(s) \} \cup \{ r.p \mid p \in O(t) \} \cup \{ c.p \mid p \in O(\phi) \} \). In generating equations in terms inferred by rewriting induction, we can compute position equivalences w.r.t. equations (see Subsection 5.1). Note that we take the position equivalence of the initial set of equations to be empty. In this way, each equation \( \rho \) is assumed to have its own position equivalence. We denote the position equivalence by \( O_\omega(\rho) \).

**Definition 4.9** Suppose that the equation part of \( \rho : s \equiv t \) \( \phi \) is generalized into \( s' \equiv t' \). Then, the function \( \text{genCnst} \) that generalizes \( \phi \) is defined as follows:

\[
\text{function } \text{genCnst}(\rho : s \equiv t \phi, s', t') = \phi';
\]

\[
\text{for all } Q \in O_\omega(\rho), \text{ the following is done:}
\]

\[
\text{if } l.p \in Q \wedge i \in \{ l, r \} \text{ and } r.p \in O(\phi),
\]

\[
\text{then } \phi' := \phi'[s_i]'t_i;\]

\[
\text{return } \phi';
\]

**Example 4.10** Let \( \rho \) be \( u(n, s^2(0), 0 + s(0)) + s(n) \approx u(s(n), s^3(0), 0 + s(0) + s^2(0)) \) \( \{ s^2(0) \leq s(n) \} \) and \( O_\omega(\rho) = \{ \{ t.2.1, t.3.2, c.1 \} \} \). Then, \( \text{genCnst}(\rho, u(n, x, y) + s(n), u(s(n), s(x), y + x)) = x \leq s(n) \).

**Example 4.11** Let \( \rho \) be \( f(x, a, a) \approx g(x) \) \( \{ p(a) \} \) and \( O_\omega(\rho) = \{ \{ t.2.1, t.3.2, c.1 \} \} \). Then, \( p(a) \) is not generalized — \( \text{genCnst}(\rho, f(x, y, z), g(x)) = p(a) \) — since \( f(x, y, z) \approx g(x) \) \( p(a) \).

Finally, using \( \text{genTerms} \), we define the function that generates generalized equations from equations and the rewriting rules \( R^D \). If \( i \neq j \) and \( t_i \) and \( t_j \) are not subterms of each other, then the notation \( s[t_1/u_1, \ldots, t_m/u_m] \) uniquely represents the term obtained from \( s \) by replacing each \( t_i \) by \( u_i \).

**Definition 4.12** Let \( v_1, \ldots, v_n \) be subterms of the equation \( s \approx t \phi \) and not be subterms of each other. Then, we define the function \( \text{genEqn} \) that generates equations obtained from \( s \approx t \phi \), \( (v_1, \ldots, v_n) \), and \( R^D \) as shown in Fig. 3.

**Example 4.13** Let \( \rho \) be \( u(n, s^2(0), 0 + s(0)) + s(n) \approx u(s(n), s^3(0), 0 + s(0) + s^2(0)) \) \( \{ s^2(0) \leq s(n) \} \) and \( O_\omega(\rho) = \{ \{ t.2.1, t.3.2, c.1 \} \} \). Then, \( \text{genEqn}(\rho, R^D_{\text{gen}}, s_1, s_2) \) be \( u(n, s^2(0), 0 + s(0)), u(s(n), s^3(0), 0 + s(0))) \).

The following theorem holds for \( \text{genEqn} \).

**Theorem 4.14** Let \( R^D \) be a TRS, \( e \) be an equation, \( v_1, \ldots, v_n \) be subterms on both sides of \( e \) such that \( v_1, \ldots, v_n \) are not subterms of each other. Then, any equation \( e' \in \text{genEqn}(e, R^D, (v_1, \ldots, v_n)) \) is more general than \( e \).

**Proof.** Let \( e \) be \( s \approx t \phi \) and \( e' \) be \( s' \approx t' \phi' \). Then, by the definitions of \( \text{genTerms} \) and \( \text{genCnst} \), there exists a substitution \( \theta \) such that \( e' \equiv \theta \theta \) and \( t \equiv t' \theta \phi \equiv \phi \theta \). Thus, \( e' \) is more general than \( e \).

The assumption that \( v_1, \ldots, v_n \) are not subterms of each other ensures that the uniqueness of the replacement of subterms generated by \( \text{genTerms} \).

Finally, we provide an intuitive description of the method above that is using \( R^D \). This method bridges the disparity in the number of applications of the rewriting rules by applying \( R^D \). For example, because of the constraint \( s^2(0) \leq s(n) \) for the \( s(n) \) in the first argument, the term \( s_2(\equiv u(s(n), s^3(0), 0 + s(0) + s^2(0))) \) in Example 4.7 has the rewriting rule \( u(n, i, z) \rightarrow u(n, s(i), z + i) \) \( |i| \leq n \) applied once more than for the term \( s_1(\equiv u(n, s^2(0), 0 + s(0))) \).

For this reason, by applying to \( s_1 \) the rewriting rule \( u(n, i, z) \rightarrow u(n, s(i), z + i) \) \( |i| \leq n \), the disparity in the number of applications of the rule to \( s_1 \) and
s_2 is bridged, and the equation is generalized.

5 Rewriting Induction in Constrained Term Rewriting Systems

This section introduces a rewriting induction method [37] for validating inductive theorems of constrained term rewriting systems, and expands the method so that lemma equations can be added. Then, we propose a strategy for automatically validating inductive theorems of constrained term rewriting systems.

A proof by rewriting induction is done by applying inference rules to a pair of a set E of equations to be proved, and a set H of rewriting rules that can be used in the proof. The rules in H can be seen as the induction hypotheses or lemmas that can be used in the proof of E. The proof starts from (E, ∅), and if it can be transformed into (∅, H), the the proof is successfully completed.

5.1 Inference Rules

The inference rules of rewriting induction for constrained term rewriting systems are illustrated in Fig. 4 [37]. The function Expd used in Expansion is defined as follows.

Definition 5.1 The function Expd is defined as follows:

\[
\text{Expd}(s \approx t \[ \varphi \], p) = \begin{cases} 
\rho : C[r]p, \sigma \approx t \sigma \ [\&\!(\varphi, \psi, \sigma)] & s \equiv C[u]p, \\
\rho \rightarrow r \[ \psi \] \in R, & \sigma = \text{mgu}(u, l)
\end{cases}
\]

where \( l \rightarrow r \[ \psi \] \) and \( s \approx t \[ \varphi \] \) have no shared variable, and \&\!\! is defined as follows.\(^6\)

\[^6\] Although the paper [37] defines \&\!\! as \&\!(\varphi, \psi, \sigma) = \varphi \land \psi, this paper modifies the definition to optimize constraints in order to make the generalization of constraints more concise.

\[\&\!(\varphi, \psi, \sigma) = \begin{cases} 
\psi \sigma & \text{if } \psi \Rightarrow \sigma \text{ is valid w.r.t. } M \text{ and } \text{fv}(\psi) = \text{fv}(\phi) \\
\phi \sigma & \text{if } \phi \Rightarrow \psi \text{ is valid w.r.t. } M \text{ and } \text{fv}(\psi) = \text{fv}(\phi) \\
\phi \land \psi & \text{otherwise}
\end{cases}\]

Moreover, when \&\!(\varphi, \psi, \sigma) = \phi \land \psi, the position equivalence for an equation \( \rho \) is defined as follows:

\[\mathcal{O}_-(\rho) = \bigcup_{c \in \mathcal{V}_r(\rho)} \{\{l, p, q | r|_q \equiv x) \cup \{c.2.q | \psi|_q \equiv x\}\} \cup \bigcup_{c \in \mathcal{V}_l(\rho)} \{\{r, q | t|_q \equiv x) \cup \{c.1.q | \phi|_q \equiv x\}\}\]

When \&\!(\varphi, \psi) = \phi, the number of elements is at most one, i.e., \( A \) is a singleton set, or \( p \rho \in \mathcal{V} \) for \( p \in A \).\(^7\)

Furthermore, when \( \varphi \Rightarrow \psi \) is valid w.r.t. \( M \), whichever of \( \psi \) or \( \phi \) is larger than the set of \( \mathcal{O}_-(\rho) \) is taken to be the result of \&\!(\varphi, \psi, \sigma).

Fig. 3 Definition of genEqn

When the inference rules in Fig. 4 are applied once to \( (E, H) \), resulting in \( (E', H') \), we write \( (E, H) \vdash_{RI} (E', H') \). The reflexive and transitive closure of \( \vdash_{RI} \) is denoted by \( \vdash_{RI}^* \). \( \vdash_{RI}^* \) represents the application of Expansion. \( E \cup E' \) is identical to \( E \cap E' = \emptyset \).

Next, we propose an inference rule of for soundly adding lemma equations into equation sets.\(^8\) The inference rule is illustrated in Fig. 5. Postulate in Fig. 5 is based on the one in [27], and the rule is improved so that the disproving faculty in [37]. The

\[^7\] Note that \( p_{\rho_1} \equiv \cdots \equiv p_{\rho_n} \) for \( A = \{p_1, \ldots, p_n\} \).

\[^8\] A lemma generation method is called sound if all the equations generated by the method from inductive theorems are inductive theorems.
Simplification
\[
\frac{E \equiv \{ C[\alpha \sim t \phi], H \}}{E \equiv \{ C[r \sim t \phi], H \}} \quad \text{if } l \rightarrow r \phi \in R \cup H, \phi \text{ are satisfiable w.r.t. } \mathcal{M}, \text{fe}(\phi') \subseteq \text{fe}(\phi), \text{ and } \phi \Rightarrow \psi \phi \text{ is valid w.r.t. } \mathcal{M}
\]

Deletion
\[
\frac{E \equiv \{ s \sim t \phi \}, H \}}{E \equiv \{ s \sim t \phi \}, H \}} \quad \text{if } s \equiv t \text{ or } \phi \text{ is unsatisfiable w.r.t. } \mathcal{M}
\]

Expansion
\[
\frac{E \equiv \{ s \sim t \phi \}, H \}}{E \equiv \{ s \sim t \phi \}, H \}} \quad \text{if } s \equiv t, s \not\in \mathcal{V}, \text{Var}(s) \supseteq \text{Var}(t), \text{fe}(\phi) \subseteq \text{Var}(s), \text{ and } p \text{ is an } R\text{-complete position of } s \text{ under } \phi
\]

EQ-Deletion
\[
\frac{E \equiv \{ C[s_1, \ldots, s_n] \Rightarrow C[t_1, \ldots, t_n] \phi \}, H \}}{E \equiv \{ C[s_1, \ldots, s_n] \Rightarrow C[t_1, \ldots, t_n] \phi \}, H \}} \quad \text{if } \{ s_1, t_1, \ldots, s_n, t_n \} \subseteq \mathcal{T}(G, \mathcal{V}) \text{ and } \text{Var}(s, t) \subseteq \text{fe}(\phi)
\]

Fig. 4 Inference rules of rewriting induction for constrained term rewriting systems [37]

Postulate
\[
\frac{(E, H)}{(E, H \cup \emptyset)} \quad \text{if } (L, \emptyset) \vdash^* (\emptyset, H')
\]

Fig. 5 An inference rule for adding lemmas.

Inference rule is essentially the same as the inference rule in [2] for adding sound lemma equations to equation sets. The difference from [2] is that \( E \) can include equations that are not inductive theorems. This is caused from the fact that the lemma generation method in this paper is not sound in general. Moreover, \( L \) is not added to \( E \); instead, for the sake of efficiency in the implementation, \( H' \) obtained in the proof of \( L \) is added to \( H \). Actually, we choose one of the equations obtained by generating candidates of lemma equations as the element of \( L \) (see Subsection 5.2). As mentioned above, the lemma generation method in this paper is not sound. However, the generated lemma candidates are themselves first proved independently of the main proof, and their induction hypotheses generated in the proof are added to the main proof stream only if they are inductive theorems. Due to this mechanism (use of Postulate), we preserve the soundness of proofs. When the inference rules in Fig. 4 and Fig. 5 are applied once to \( (E, H) \), resulting in \( (E', H') \), we write \( (E, H) \vdash^* \text{RI+Pos} (E', H') \). The reflexive and transitive closure of \( \vdash^* \text{RI+Pos} \) is denoted by \( \vdash^* \text{RI+Pos} \). \( \vdash^* \text{RI+Pos} \) represents the application of Postulate. \( \vdash^* \text{RI+Pos} \) is used for \( \vdash^* \) in Fig. 5. \( (E, H) \vdash^* \text{RI+Pos} (E', H') \) is called the proof.

The following lemma and theorem hold for the inference rules in Fig. 4 and Fig. 5.

Lemma 5.2 If \( (E, H) \vdash^* \text{RI+Pos} (E', H') \), there exists an equation set \( E_0 \subseteq E_0 \) such that \( (E_0, H) \vdash^* \text{RI} (E', H') \) and every equation in \( E_0 \setminus E \) is an inductive theorem of \( R \).

Proof. Suppose that \( (E_i, H_i) \vdash^* \text{Pos} (E_{i+1}, H_{i+1}) \). Then, \( E_i = E_{i+1} \), and there exists a set \( L \) such that \( (L, \emptyset) \vdash^* \text{RI+Pos} (\emptyset, H'_i) \) and \( H_{i+1} = H_i \cup H'_i \). Moreover, every equation in \( L \) is an inductive theorem of \( R \). Thus, the proof holds even if \( E_i, H_i \) is added to the proof: \( (E_i \cup L, H_i) \vdash^* \text{RI+Pos} (E_{i+1}, H_{i+1}) = (E_{i+1}, H_{i+1}) \). By repeating this operation, we obtain a proof that does not use Postulate. Also, let \( E_1 \) be the set of equations added by the application of Postulate. Then, \( (E \cup E_1, H) \vdash^* \text{RI+Pos} (E', H') \). Moreover, every equation in \( E_1 \) is an inductive theorem of \( R \).

Theorem 5.3 Let \( R \) be a constrained term rewriting system over \( (F, G, P, \mathcal{M}) \). Let \( E \) be a finite set of constrained equations over \( (F, G, P, \mathcal{M}) \), and let \( \rightarrow \) be a reduction order such that \( \rightarrow R \subseteq \rightarrow \). Suppose that \( R \) is complete and locally sound w.r.t. \( \mathcal{M} \). If \( (E, \emptyset) \vdash^* \text{RI+Pos} (\emptyset, H) \), then all the equations in \( E \)
are inductive theorems of $R$.

Proof. This theorem is clear from the soundness of $\vdash_{R_{[\phi]}}$ and Lemma 5.2.

5.2 Strategy for Applying the Inference Rules

To implement automated proofs in a computer, the order of application of the inference rules must be fixed. This section improves the strategy in [37] for applying the inference rules for rewriting induction of constrained TRSs by adapting it to the generation of lemma equations.

The following considerations were obtained in experiments up to now:

(1) More proofs are successful when the induction hypotheses (rules $H$) are given application priority over the rewriting rules in $R$.

(2) When we apply basic rewriting rules such as addition (for example, the rule $R_{PA}$) to equations, there are cases where the generation method for candidates of lemma equations proposed in the previous section is ineffective. For example, when both sides of an equation introduced in Section 4 (the second equation in Fig. 1) are reduced by $R_{PA}$ to normal forms, we obtain $u(n, s^2(0), s(0)) + s(n) \approx u(n, s^3(0), s^4(0)) [s^2(0) \leq s(n)]$, and it is difficult to deduce the desired lemma equation by using the generation method.

To formalize the proof strategy for consideration (1) above, let us define a rewriting relation that takes into consideration the priority for a set of rewriting rules.

Definition 5.4 We define the rewriting relation $\rightarrow_{R_{[\phi]}}$ under a satisfiable constraint $\phi$ as follows: $\rightarrow_{R_{[\phi]}} = \{ (C[l\sigma], C[r\sigma]) \mid l \rightarrow r [\psi] \in R, C[l] \in T_{\Sigma}(F, V), f_{\psi}(\psi\sigma) \subseteq f_{\psi}(\phi), \phi \Rightarrow \psi\sigma \text{ is valid w.r.t. } M \}.$

Definition 5.5 Let $R_1, \ldots, R_n$ be a list of sets for rewriting rules. We define the rewriting relation $\rightarrow_{[R_1, \ldots, R_n][\phi]}$ that takes into consideration the priority of $[R_1, \ldots, R_n]$, as follows: $s \rightarrow_{[R_1, \ldots, R_n][\phi]} t$ if either of the following holds:

- $s \rightarrow_{R_1[\phi]} t$, or
- there exists no term $t'$ with $s \rightarrow_{R_1[\phi]} t'$, and $s \rightarrow_{[R_2, \ldots, R_n][\phi]} t$.

$\rightarrow_{[R_1, \ldots, R_n][\phi]}$ is slightly different from the reduction of priority term rewriting system [5][28]; an order is given between the sets of rewriting rules. By applying Simplification with using $\rightarrow_{[H, R_{[\phi]}]}$, the rules $H$ can be prioritized and applied.

Let $R$ be a constrained TRS. Let $R_G$ be the subset over $(\emptyset, G, P, M)$, and $R_F = R \setminus R_G$. We suppose that every equation in $E$ has its own label attached. We denote the set of labels for $E$ by $\text{Label}(E) = \{ \rho \mid \rho : s \approx t [\phi] \in E \}$.

Table 1 shows the definitions that apply to each of the inference rules multiple times: $\Rightarrow_{\text{Simp}}, \Rightarrow_{\text{EQ-Deletion}}$, and $\Rightarrow_{\text{Del}}$ is the application of Simplification, EQ-Deletion, and Deletion multiple times, respectively. $\Rightarrow_{\text{Simp}[R_1, \ldots, R_n] \& \text{Del}}$ is an application of the inference rules, that adapts to the problem described in consideration (2) above, and is used concretely as $[R_1, \ldots, R_n] = [H, R_F, R_G]$. Equations that could not be deleted by Deletion in $\Rightarrow_{\text{Simp}[R_1, \ldots, R_n] \& \text{Del}}$ are restored to the equations before Simplification was applied. Also, we assume that, when both sides of an equation $e$ are rewritten, the position equivalence $O_{\text{eq}}(e)$ of $e$ is appropriately updated by following the calculation [17] of the descendant of positions.

Definition 5.6 Let $R$ be a constrained TRS, let $e = s \approx t [\phi]$, and let $e' = s' \approx t' [\phi]$ be an equation obtained from $e$ by reducing either $s$ or $t$ once. Let the rewriting at this time be $C[u\sigma] \rightarrow_{p, R} C[u'\sigma]$, and the applied rewriting rule be $l \rightarrow r [\psi]$. Moreover, when the left side is rewritten, let $i = 1$, and otherwise, $i = r$. Then, we define the relation between variable positions in $l$ and the corresponding positions in $r$ as follows:

$$\eta = \{(i, pq, \{i, pq' \mid r|\eta' \equiv l|\eta\} \mid l|\eta \in V)\}$$

When consider $\eta$ a mapping, the domain of $\eta$ is denoted by $\text{Dom}(\eta)$: $\text{Dom}(\eta) = \{i, pq \mid l|\eta \in V\}$. We define the function update $\eta$ that replaces the prefix of the positions in accordance with $\eta$ as follows:
Update $\eta(p)$ as:

$$\eta(p) = \begin{cases} \{q'q | q'' \in P\} & \text{if } (pq', p) \in \eta \text{ and } p = p'q \\ \{p\} & \text{otherwise} \end{cases}$$

Update $\eta(Q)$ as:

$$\eta(Q) = \bigcup_{p \in P} \eta(p)$$

Update $\{(Q_1, \ldots, Q_n)\}$ as:

$$\bigcup_{i=1}^{n} \{\text{update}_{\eta}(Q_i)\}$$

Using update $\eta$ and $O_{\eta}(e)$, the position equivalence $O_{\eta}(e')$ for $e'$ is defined as update $\eta(O_{\eta}(e))$.

Let $R$ be a constrained term rewriting system over $(\mathcal{F}, \mathcal{G}, \mathcal{P}, \mathcal{M})$, $E$ be a finite set of constrained equations over $(\mathcal{F}, \mathcal{G}, \mathcal{P}, \mathcal{M})$, and let $\succ$ be a reduction order such that $\succ \subseteq \succ$. Moreover, suppose that $R$ is complete and locally sound w.r.t. $\mathcal{M}$. Then, we propose a verification procedure for inductive theorems that uses the inference rules in Fig. 4, 5 and in Fig. 6. Users can freely specify $R^3$ and subterm, which makes tuples of subterms that are not subterms of each other. Section 5.3 introduces a concrete example. If this verification procedure results in $(\emptyset, H)$, all of the equations included in $E$ are inductive theorems of $R$. This is because from Theorem 5.3, regardless of the application of inference rules, the resulting proof is correct.

### 5.3 Heuristics for Generating Lemmas

This paper provides the following heuristics for generating lemma equations.

- $R^3$ is the set obtained from rewriting rules $l \rightarrow r [\alpha]$ in $R$ such that both the root symbols of $l$ and $r$ belong to $\mathcal{F}$, by replacing variables appearing at shallow positions only by $\Omega$ and by removing the constrained part (Example 4.7). The variables that can be replaced in $\Omega$ correspond to arguments that are not changed by the rewriting.

- The sequence subterm($e$) of subterms in equation $e$ that is a target of lemma generation, is a sequence of maximal subterms whose root symbols belong to $\mathcal{F}$ and are the same as the root of a left-hand side in $R^3$, that is incremental in the sense of the size of terms.

- The prediction of whether the equation is diverging when an equation is added during an expansion, is determined by referencing the remembered rules in $R$ in the history, and we consider an equation diverging if a remembered rule appears two or more times consecutively. In other words, Expansion by the same rule to an equation (and its descendants) is allowed up to twice, and if a third time seems likely, we attempt to generate a lemma. To simplify the description in the examples in this paper, this was limited to one or more times. However, even for two or more times the proof is successful in the same way.

- The candidates $e'$ in 3. in Fig. 6 are restricted to ones whose constrained parts are generalized.

### 5.4 Exemplary Proofs

This subsection describes examples of various proofs using this method. The proofs in this paper use the following strategy.

- Expansion uses termination of $R \cup H \cup \{s \rightarrow t [\alpha]\}$ instead of the reduction orders $\succ$ [34] [33].

- A leftmost outermost strategy is used in the rewriting for the $\rightarrow_{R_{\alpha}}$ in $[R_1, \ldots, R_n]$ in $\Rightarrow \text{Simp}[R_1, \ldots, R_n]$.

---

**Table 1** the definitions of multiple application of inference rules.

<table>
<thead>
<tr>
<th>Relation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(E, H) \Rightarrow \text{Simp}[R_1, \ldots, R_n] ; (E', H')$</td>
<td>$E' = {s' \approx f' [\alpha]</td>
</tr>
<tr>
<td>$(E, H) \Rightarrow \text{EQ-De}l ; (E', H')$</td>
<td>Apply EQ-Deletion to each equation in $E$, to which EQ-Deletion can be applied, obtaining $E'$.</td>
</tr>
<tr>
<td>$(E, H) \Rightarrow \text{De}l ; (E', H')$</td>
<td>Apply Deletion as much as possible to $E$, obtaining $E'$.</td>
</tr>
<tr>
<td>$(E, H) \Rightarrow \text{Simp}[R_1, \ldots, R_n] &amp; \text{De}l ; (E'', H')$</td>
<td>$(E, H) \Rightarrow \text{Simp}[R_1, \ldots, R_n] \Rightarrow \text{EQ-De}l \Rightarrow \text{De}l ; (E', H'), ; E'' = {p \in E</td>
</tr>
</tbody>
</table>
Let $H := \emptyset$. Then, we apply inference rules to $(E, H)$ in the following way:

1. $(E, H) \Rightarrow \text{simp}(H, R_F^E) (E', H'), E := E'$.
2. $(E, H) \Rightarrow \text{simp}(H, R_F^E) R_{\text{PA}} \cup \{k \mid \text{Del} (E', H') \}$. If $E' = \emptyset$, then the procedure halts successfully. Otherwise, let $E := E'$ and go to 3.

3. For an equation $e$ selected due to a heuristics and for which divergence is predicted, given $e' \in \text{genEqn}(e, R^E, \text{subterm}(e))$, if $(\{e'\}, \emptyset) \vdash_{Rl} (\emptyset, H')$, then let $H := H \cup H'$ and go to 1 (i.e., we apply Postulate). Otherwise, go to 4.

4. Apply Expansion once and go to 1.

- When equations and so forth are selected from sets, we selected the one detected at the first time (i.e., the head element of lists representing sets). However, in the examples in this paper, the choice was always at most one.
- If there exists two or more $R$-complete positions in an equation, we choose the leftmost outermost one.

Also, all the proofs were made automatically with humans following the proof strategy of this paper.

Example 5.7 An example proving that $\sum(n) \approx \sum_1(n)$ is an inductive theorem is illustrated in Fig. 7. As shown in Fig. 7, this proof was successful without providing lemma equations in advance.

Example 5.8 Let us consider whether $\text{fib}(n) \approx \text{fib}_1(n)$ can be proved to be an inductive theorem of the following constrained TRS:

$$R_{\text{fib}} = R_{\text{PA}} \cup \begin{cases}
\text{fib}(x) \rightarrow 0 \ [x \leq 0] \\
\text{fib}(s(0)) \rightarrow s(0) \\
\text{fib}(s(s(x))) \rightarrow \text{fib}(s(x)) + \text{fib}(x) \ [x \geq 0] \\
\text{fib}_1(n) \rightarrow \text{u}_1(n, s(0), 0, s(0)) \\
\text{u}_1(n, i, z, x) \rightarrow \text{u}_1(n, s(i), a, z) \ [i \leq n] \\
\text{u}_1(n, i, z) \rightarrow y \ [i < n]
\end{cases}$$

When $\text{genEqn}$ is applied to the equations in the diverging equation $\text{u}_1(\text{s}(n), \text{s}^4(0), 0 + \text{s}(0), 0 + \text{s}(0)) \approx \text{u}_1(\text{s}^4(0), 0 + \text{s}(0), 0 + \text{s}(0)) \approx \text{u}_1(\text{s}^4(0), \text{s}^4(0), 0 + \text{s}(0)) \approx \text{u}_1(\text{s}^4(0), 0 + \text{s}(0))$, the candidate of lemma equations $\text{u}_1(n, s(x), x_1, x_1, x_3, x_3) \approx \text{u}_1(n, s(x), x_1, x_3, x_3) \Rightarrow \text{u}_1(\text{s}(x), \text{s}(x), x_2 + x_2 + x_3) + \text{u}_1(n, x, x_2, x_1) \approx \text{u}_1(\text{s}(x), \text{s}(x + x), x_2 + x_2 + x_3) \ [s(x) \leq n]$ is generated and the proof is successful without providing any lemma equations in advance.

Example 5.9 Let us consider whether $\text{fact}(n) \approx \text{fact}_1(n)$ can be proved to be an inductive theorem of the following constrained TRS:

$$R_{\text{fact}} = R_{\text{PA}} \cup \begin{cases}
\text{fact}(x) \rightarrow 0 \ [x \leq 0] \\
\text{fact}(s(x)) \rightarrow \text{sum}(x) \times s(x) \ [x \geq 0] \\
\text{fact}(0) \rightarrow \text{u}_2(n, s(0), 0) \\
\text{u}_2(n, i, z) \rightarrow \text{u}_2(n, s(i), a) \ [i \leq n] \\
\text{u}_2(n, i, z) \rightarrow 0 \ [i > n] \\
0 \times y \rightarrow 0 \\
\text{s}(x) \times y \rightarrow x \times y + y
\end{cases}$$

This example closely resembles Example 5.7, but the point of difference is that the $\times$ appearing on the right-hand side of $\text{u}_2$ is a function symbol in $R_F$. Then, as for the example of $R_{\text{fib}_{\text{sum}}}$, when $\text{genEqn}$ is applied to the equations in the diverging equation $\text{u}_2(n, s^2(0), 0 + s(0)) \times \text{s}(n) \approx \text{u}_2(\text{s}(n), s^3(0), 0 + s(0)) \times s^2(0)) \ [s^2(0) \leq s(n)]$, the candidate of lemma equations $\text{u}_2(n, x, x, x_1) \times s(n) \approx 0$ is generated, and the proof is successful without providing any lemma equations in advance.

Finally, we introduce an example that cannot generate lemmas for successful proofs in the framework (Fig. 2) for this method.

Example 5.10 Let us consider whether $\text{double}(n) \approx \text{double}_1(n)$ can be proved to be an inductive theorem of the following constrained TRS:

$$R_{\text{double}} = R_{\text{PA}} \cup \begin{cases}
\text{double}(x) \rightarrow 0 \ [x \leq 0] \\
\text{double}(s(x)) \rightarrow s(\text{double}(x)) \ [x > 0] \\
\text{double}(n) \rightarrow \text{u}_3(n, s(0), 0) \\
\text{u}_3(n, i, z) \rightarrow \text{u}_3(n, s(i), \text{inc}(z)) \ [i \leq n] \\
\text{u}_3(n, i, z) \rightarrow z \ [i > n] \\
\text{inc}(n) \rightarrow \text{s}(n)
\end{cases}$$

Then, even if $\text{genEqn}$ is applied to the equa-
\[
\text{sum}(n) \approx \text{sum1}(n)\]

\[\Rightarrow \text{Simp}[H,R,F]\]
\[\left\{\begin{array}{l}
\text{sum}(n) \approx u(n,s(0),0) \\
\end{array}\right., 0\]

\[\Rightarrow \text{R}\]
\[\left\{\begin{array}{l}
0 \approx u(n,s(0),0) \quad [n \leq 0] \\
\end{array}\right., \left\{\begin{array}{l}
\text{sum}(n) + s(n) \approx u(s(n),s(0),0) \quad [n \geq 0] \\
\end{array}\right.), \left\{\begin{array}{l}
\text{sum}(n) \rightarrow u(n,s(0),0) \\
\end{array}\right.\]

\[\Rightarrow \text{Simp}[H,R,F]\]
\[\left\{\begin{array}{l}
0 \approx 0 \quad [n \leq 0] \\
\end{array}\right., \left\{\begin{array}{l}
u(n,s(0),0) + s(n) \approx u(s(n),s^2(0),0 + s(0)) \quad [n \geq 0] \\
\end{array}\right.), \left\{\begin{array}{l}(1) \\
\end{array}\right.\]

\[\Rightarrow \text{R}\]
\[\left\{\begin{array}{l}
u(n,s(0),0) + s(n) \approx 0 + s(0) \quad [n \geq 0 \land s(0) > n] \\
\end{array}\right., \left\{\begin{array}{l}
u(n,s(0),0) + s(n) \approx u(s(n),s^2(0),(0 + s(0)) + s^2(0)) \quad [s^2(0) \leq s(n)] \\
\end{array}\right.) \left\{\begin{array}{l}(1) \\
\end{array}\right.\]

\[\Rightarrow \text{Simp}[H,R,F]\]
\[\Rightarrow \text{Simp}[H,R,F,R,G][\text{Del}]
\left\{\begin{array}{l}
u(n,s(0),0) + s(n) \approx u(s(n),s^2(0),(0 + s(0)) + s^2(0)) \quad [s^2(0) \leq s(n)] \\
\end{array}\right.), \left\{\begin{array}{l}(1) \\
\end{array}\right.\]

\[\Rightarrow \text{Pos}\]
\[\left\{\begin{array}{l}
(1), (2), (4) \\
\end{array}\right.\]

\[\Rightarrow \text{Simp}[H,R,F,R,G][\text{Del}]
\left\{\begin{array}{l}
\emptyset, (1), (2), (4) \\
\end{array}\right.\]

The position equivalences are the following: \(O_m((2)) = \emptyset, O_m((3)) = \{s.2.1,r.3.2,c.1\}\)

**Fig. 7 Exemplary proofs for \(\text{sum}(n) = \text{sum1}(n)\)**

tions \(s^2(u3(n,s(0),s^4(0))) \approx u3(s(n),s^4(0),s^0(0))\)
in the diverging equation, the results are \(t_2 \theta = u3(n,s^0(0),\text{inc2}(s^4(0))))\), \(s_2 = u3(s(n),s^4(0),s^0(0))\),
and generalization is not possible. However, the relation \(t_2 \theta \rightarrow_p s_2\) works. Now, if the condition \(t_2 \theta \equiv s_1\) in Definition 4.5 is expanded to \(t_2 \theta \rightarrow_p s_1\),
the candidate of lemma equations \(s^2(u3(n,i,z)) \approx u3(s(n),s(i),\text{inc2}(z))\) \([i \leq s(n)]\) is generated, and the proof succeeds without providing a lemma equation in advance.

By testing this method on all of the examples mentioned in this section, we have confirmed that the method was successful in automatic proofs for all the examples. Example 5.10 was also expanded and, after the expansion, we succeed in proofs for all the examples.
6 Comparison with Related Research

This section compares this research with related research.

Divergence critic [32] is an effective method if one side of the equation diverges at its root. Because the function symbol $u$ for $R_{sum}$ in this paper has a rule that a symbol does not appear in $u$ and rewriting cannot occur for both sides of the root, in the divergences occasioned by the $u$ rules, the divergences do not occur on one side of the root of the equation. Thus, the divergence critic is not effective for the examples in this paper.

Sound generalization [31] is a method to obtain items such as the top path and bottom path from the form of the rewrite rules and to generate a sound lemma. Sound generalization is effective for a single-sorted TRS, and the instances introduced in this paper are single-sorted TRSs if their constraints are well thought out. However, because, in the rules for the function symbol $u$ for $R_{sum}$ in this paper, a pattern that is not a variable cannot appear in the argument on the left-hand side, the top path and bottom path cannot be obtained. For this reason, Sound generalization is not effective for the examples in this paper. Moreover, a method [1] that extends sound generalization and a method [39] that combines sound generalization and the divergence critic have both been proposed but these methods are not effective for the instances in this paper for the same reason. However, because a method that generates sound lemmas is very powerful, how to incorporate sound generalization remains an issue for the future.

The methods in the papers [20][19] are effective lemma generating methods for function definitions with tail recursion that perform pattern matching with 0 or $s(x)$ as the first argument on the left-hand side. A constrained TRS obtained from an imperative program by means of the transformations used in the papers [37][41] has only variables in the first argument and it is a function definition that does case analysis on the constrained part. Thus, the methods in [20][19] are not effective for the exemplary proofs in this paper.

In rippling [10], effective annotation cannot be done for rewriting rules that greatly change the structure of the terms, nor can they be general-ized. Thus, it is not effective for exemplary proofs where generalization is intrinsically necessary, such as the examples in this paper.

Finally, we investigate whether this method can be applied to an unconstrained TRS. In a constrained TRS, further rewriting is possible in the normal form under the constraint by the $R^Ω$ rule, which ignores the constraint. For that reason, lemma generation was successful. But because the normal form in an unconstrained TRS cannot be rewritten even once using $R^Ω$ based on Section 5.3, $R^Ω$ does not work. Thus, this method not effective for an unconstrained TRS. However, it is possible that this method could be extended so that it becomes an effective method even for an unconstrained TRS by applying ingenuity to the construction of $R^Ω$ and to the application strategy for the rules of inference. This kind of extension remains an issue for the future.

7 Conclusion

This paper proposed a lemma equation candidate generation method for rewriting induction in constrained rewriting systems. It demonstrated that the correctness of the rewriting induction does not fail even if rules of inference for adding lemmas are added. Regarding the examples in this paper, proof was conclusively constructed based on this method. We implemented this method and confirmed that it was effective for the examples in this paper. We performed tests on various examples and analyzed the heuristics and strategy for proving they work. A discussion of the extension described in Example 5.10 remains an issue for the future.

During expansion, equations that cannot be oriented may appear and proving may fail because those equations cannot be oriented. The commutative law of addition is one typical example. In the paper [3], rewriting induction was extended to handle the kind of equations that cannot be oriented. The paper [37] supplements the commutative law of addition with EQ-Deletion and shows that proofs can be possible even if there are no equations corresponding to commutative laws. However, it is not always possible to compensate for equations that cannot be oriented with EQ-Deletion. Thus, by introducing the methods in the papers [2][3] even into rewriting induction for constrained TRSs, we can expect an increase in provable examples. Expand-
ing this method to handle equations that cannot be oriented also remains an issue for the future.

In the simplification of this method, application of the rewrite rules $H$, which corresponds to an assumption in induction, was given priority over the rewrite rules $R$. This is a heuristic that was obtained when multiple instances were proved. The paper [38], however, points out by example that this strategy is not always effective and discusses this point. Thus, in a rewrite strategy for simplification, testing many instances to analyze what kind of strategy or what priority sequence for the rewriting rules is effective is necessary. This point, too, is an issue for our future research.

This method was successful in generating lemmas for the exemplary proofs; it transformed loops in imperative programs, for which current methods are ineffective in generating lemmas, and obtained a constrained TRS. Conversely, this method was not very effective for examples for which previous unconstrained methods successfully generated lemmas or for rewriting systems without loop invariant expressions. As another future issue, it is also necessary to investigate how to combine this method with previous methods.
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